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6
Life I: Evolution—
Origin of Complex Organisms

Conceptual Outline

We are interested in developing an understanding of organisms in their en-
vironments. The primary focus is on the evolutionary dynamics of populations of com-
plex organisms, rather than on how they act collectively.

Evolution is a general approach to the formation of complex organisms
through incremental change. The phenomenology of life is rich and motivates the dis-
cussion of evolution. Conceptual models of incremental evolutionary processes in-
clude monotonic evolution on a fitness incline, divergence of traits and extinction.

In theories of evolution, fitness is the only property of the organism which
determines the evolutionary dynamics. The fitness can be described as a function of
the genome, but it is more directly related to the phenome. Variations in the fitness as
a function of changes in either phenome or genome may sometimes be large and may
sometimes be insignificant. Conventional evolutionary theory is, however, based
upon gradual changes in fitness.

A model of organisms evolving by diffusing on a fitness landscape is equiv-
alent to particles moving on an energy surface. In the context of this model, many as-
pects of evolution can be discussed. However, it is far from trivial to account in a ro-
bust way even for basic phenomena such as the existence of groups of organisms
with well-separated traits.

The use of dynamical equations that model reproduction, competition for
resources, and predation can model a variety of dynamic phenomena in populations.
They illustrate how various organism properties contribute to fitness. Moreover, the
dynamics of such models is fundamentally different from that of the models discussed
in Section 6.4. However, like the models in Section 6.4, these models cannot account
for the existence of groups of organisms with well-separated traits. To overcome this
problem requires introducing a variety of resources, with their own dynamics.

Returning to the consideration of collective behavior of components, we
find that sexual reproduction takes advantage of composite patterns to form high-
fitness organisms. A mean field approach that neglects correlations in the genome
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does not apply when organism types diverge due to correlations imposed by selec-
tion and reproduction. Moreover, a discussion of altruism and aggression in evolution
is relevant to understanding the existence of organisms formed out of components,
or social groups of organisms, that exhibit collective behaviors.

Various systems, including the immune system and artificial computer soft-
ware, can be used as laboratories for developing an understanding of evolution.

Living Organisms and Environments

The study of living organisms, their behavior and evolution, using mathematical
tools, is one of the rapidly developing areas in the study of complex systems. In this
chapter we discuss the collective evolutionary dynamics of living organisms. There is
an essential difference between this endeavor and the study of neural networks
(Chapters 2 and 3) or protein folding (Chapters 4 and 5). In discussing spatial sub-
structure and temporal relaxation in these systems, we were able to construct models
from the interactions of simple elements. Even though these elements were drastic
simplifications of neurons or amino acids, meaningful questions were addressed.
They were meaningful because our focus was on the complex collective behavior.
When we discuss life in general, we are not interested in the collective behavior of the
organisms, but in the behavior of complex individual organisms in interaction with
their environment. It is still possible to consider the emergent collective behavior of
many individuals; however, it is not clear that this behavior is complex. In contrast,
the individual behavior is often complex.

The contrast can be illustrated by two examples. The first example is related to
the concept of subdivision discussed in Chapter 2.Collections of animals or plants do
not generally satisfy the conditions that were considered necessary for a complex or-
ganism. Flocks of animals or collections of plants can be diminished in size without
essentially affecting their collective behavior. Indeed “diminished in size” would not
be the natural phrase in the previous sentence. We would say instead “diminished in
number.” While there are collective effects,they are not sufficient to satisfy our crite-
ria for a complex organism. The second example is related to the development of life
over time,analogous to our discussion in Chapter 4 of protein folding. The develop-
ment of life is generally described as evolution. Evolution is the development of ca-
pabilities of the individual organism—specifically, an increase in its complexity.
While there is also a development of species and ecosystems, evolution is not consid-
ered primarily the development of a collective behavior of many organisms. We will
discuss this more fully later in this chapter. Our primary focus,however, is to explore
the consequences of the shift in emphasis from the collective system to the individual.

As a re sult of the shift in em ph a s i s , in discussing models of l i fe we cannot
use a two - s t a te va ri a ble to repre s ent the el em ents of our sys tem . And yet , in the
con s tru cti on of m odel s , the use of simple el em ents cannot be avoi ded . In order
to de s i gn models of com p l ex or ga n i s m s , t h ey must them s elves be com po s ed out
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of su i t a bly de s i gn ed simple el em ents that captu re as mu ch of the com p l ex i ty of
t h eir beh avi or as we are intere s ted in.

As we consider the construction of models of life,it must be understood that any
model of life includes a model of the environment. Behaviors of individual organisms
are generally measured in response to external stimuli. The relationship between the
capabilities of the individual and the demands of the environment plays an important
role in the description of the organism. The environment also plays a central role in
the dynamics of evolutionary change. As we discuss both here and in Chapter 8, the
complexity of an organism and the complexity of its environment are often closely re-
lated. Moreover, while the behavior of individual organisms is central to the discus-
sion of life, much of the interest in describing life is in the interaction of an organism
with other organisms. This interaction may take the form of competition, coopera-
tion, reproduction, communication, exploitation, consumption, etc.

Since our objective is to model aspects of the evolutionary dynamics of popula-
tions, we can adopt quite abstract models of organism behavior that do not relate di-
rectly to their biology. Nevertheless,these models provide insight into population dy-
namics and interactions. The models describe an organism and its behavior as a
coordinate in an abstract configuration space. In general, we are not concerned with
the mapping of this coordinate to specific behavioral attributes. Any concrete com-
putational model of behavior must be represented by a set of parameters that we con-
sider to be our abstract configuration space. In this way we ensure that our discussion
is relevant to behavioral models of organisms. The generality of the representation we
use for organisms may be argued on the basis of universality of computation and in-
formation theories described in Sections 1.8 and 1.9. However, any choice of repre-
sentation emphasizes particular aspects of a complex system. There is no claim that
these models address all of the questions of interest in discussions of life.

There are important connections between this chapter and Chapter 7. In both
chapters we are considering processes associated with heritable organism traits. The
heritable physiological and behavioral traits are called the “phenome.” These traits
also exist in an encoded form called the “genome,”which is commonly associated with
DNA, though some other heritable molecular and cellular structures should be in-
cluded. In this chapter, we are concerned with the joint evolution of the phenome and
genome, which are linked together. In Chapter 7 we are concerned with the process of
expression of the genome—the process of development which connects the genome
with the phenome. This connection is essential to our understanding of evolution.
Moreover, the same central question is present in both: How are complex systems
formed? In this chapter we discuss concepts relevant to self-organization. In Chapter
7 we discuss concepts relevant to organization by design. Also significant is the con-
nection between the processes that we consider. In both cases it will turn out that we
are considering pattern formation. In this chapter we consider patterns of organisms
in the space of possible organisms. In Chapter 7 we consider pattern formation in cell
populations and physiology.

This chapter is divided into five major sections. In Section 6.2 we review briefly
the phenomenology of life that motivates evolutionary theory. Section 6.3 sets a gen-
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eral tone for discussions of evolution by considering the representation space in
which organisms evolve, and the concept of fitness which is central to the the ory of
evolution. Section 6.4 presents,mostly through conceptual discussion,a Monte Carlo
random-walk model of evolution. Fundamental limitations of this model motivate
the introduction in Section 6.5 of a collection of models of evolution by reproduction
and selection. These models also turn out to have fundamental limitations that be-
come apparent through simulation and analysis. While the models of Sections 6.4 and
6.5 have difficulties, they provide various insights into evolution. Moreover, through
recognizing the difficulties,we are forced to develop a better concept of the aspects of
organism-environment and organism-organism interactions that must be incorpo-
rated in more complete models of evolution. Finally, in Section 6.6 we return to dis-
cuss the relationship between components and collective behavior. We discuss sexual
reproduction and social behaviors (altruism and aggression) to make connections be-
tween the behavior of genes (genome components), molecules, cells, organisms and
populations of organisms.

Evolution Theory and Phenomenology

6.2.1 The theory of evolution
For modern biologists, evolution evokes the rich phenomenology of life on earth.
Evolution is considered to be a universal process (dynamics) that gives rise to the
nonuniversal (diverse) phenomenology of life. The nature of evolution from a biolo-
gist’s perspective has also been modified over the years. In particular, the relationship
of evolution to organism complexity has been bypassed almost entirely in recent
years. This arises in part from the recognition that the process of evolutionary change
need not give rise to more complex organisms. However, for our purposes it is essen-
tial that evolution is a process that can give rise to more complex organisms, whether
or not it does so under particular circumstances. Thus we focus on the concepts that
have been developed in biology to understand the change in organisms as a part of a
theory of evolution that not only pertains to the phenomena of life but also indicates
quite generally how complex systems can arise.

In this context,the objective of the theory of evolution is to explain the existence
of complex life on earth. The need for an explanation arises because it is assumed that
the earth began in a state devoid of life. Since living organisms today are complex,the y
are highly improbable combinations of the building blocks of nature—atoms. An ex-
planation of their existence is necessary. Traditionally, the scope of evolution is di-
vided into two parts. This separation is in recognition of the essential role played by
organism self-replication (reproduction). The first part is the formation of relatively
simple self-replicating organisms from molecules. The second part is the formation
of complex organisms from simple organisms.While our discussion will focus on the
latter, the dividing line is not fundamental. Conditions exist in which various mole-
cules can replicate, and thus a theory of evolution can apply to molecules and the
formation of cells as complex molecular structures,as well as to organisms.Our dis-
cussion of this point will be delayed to the end of the chapter in Question 6.6.6.

6.2
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Evolutionary theory was introduced as an alternative to two older theories. The
first of these is the theory of creation by a prior being capable of creating life.This the-
ory is manifest in some form in most mythologies and religions. Typically this model
assumes that life was created at a particular time in a form similar to that we see to-
day. The creation model is difficult to accept because it assumes an external agent that
has not been observed. It also gives no explanation for the phenomenology that exists
in life discussed below. The second theory is that of spontaneous generation. This the-
ory assumes that life can form spontaneously under certain conditions that arise nat-
urally. In an experimental context it was discussed as a reason for the formation of
maggots in rotting meat,until it was shown that without parent organisms that could
lay eggs this would not happen. The difficulty with the model of spontaneous gener-
ation is precisely our original problem,that the spontaneous formation of a complex
system is highly improbable.

Evolutionary theory provides an alternative to these models by proposing that in-
cremental changes over many generations of organisms led to increasing complexity.
Spontaneous changes by themselves are assumed to be random, but organism selec-
tion through interaction with the environment can lead to a process that systemati-
cally increases the complexity of the organisms. The selection process is the driving
force in evolution that replaces the physical force in systems governed by classical me-
chanics.A relevant image is that of biased random walk or biased diffusion similar to
that discussed in Section 1.4. In evolution,the biased diffusion occurs in the space of
possible organisms. Selection is a consequence of differences in fitness, which plays
the role of the energy. Fitter organisms survive at the expense of less fit organisms.We
say that the organisms compete f or survival, though the intentionality in the term
“compete” may be an unnecessary anthropomorphism. The concept of incremental
changes leaves many details of the theory unspecified. The importance of the theory
is that it provides a framework in which we can understand the appearance of com-
plex systems through a dynamic pathway. The incremental changes are understood to
be encoded largely in the genome, which transfers information from generation to
generation.

Evolutionary theory is powerful because it describes a large variety of phenom-
ena in life.Darwin’s articulation of the theory of evolution preceded the discovery of
DNA and its role in preserving traits from generation to generation,and many other
relevant discoveries that have given a firm basis for the concept of incremental
changes, which is necessary for evolutionary theory to hold. Nevertheless,as a theory
of the origin and phenomena of complex life on earth, there are missing pieces, be-
cause it is not easy to verify whether processes articulated conceptually, but not re-
produced experimentally are sufficient to explain the phenomena of life on earth. For
some there is a belief that evolutionary theory requires only verification; others sug-
gest that major new concepts are likely to be discovered that will modify qualitatively
our global understanding of evolution. There are also key unanswered questions re-
lated to the incremental concept of change.

There is a connection to be made between the study of evolution and the prob-
lem of protein folding considered in Chapters 4 and 5. Both deal with dynamics of or-
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ganization. Chapters 4 and 5 assumed that a unique folded structure had to be
reached by a process that selected one out of many possible structures. We can artic-
ulate the problem of the formation of life in a similar manner. The problem is the for-
mation of a biological organism from atoms. The developmental process from,e.g., a
fertilized egg, can be included as part o f this process. Like the protein-folding prob-
lem,an attempt to search all possible arrangements of atoms is impossible on any rea-
sonable time scale (e.g.,the lifetime of the earth). Even the formation of a single pro-
tein out of its atomic components is a much more difficult problem than folding the
same protein. Much more difficult still is the formation of long DNA chains found in
living organisms. The protein is an engineered system with a specified amino acid se-
quence. We assumed that it was designed to lead to a special conformation,and dis-
cussed the properties of the energy that were necessary in order to enable this to oc-
cur. For the formation of life on earth,there is no readily apparent analog to the initial
amino acid sequence that served as a template for the formation of life. Thus we have
a much more difficult problem with fewer tools. The opportunity present is that,un-
like protein folding, we are not required to succeed every time. A process can be de-
signed where many attempts are made.A successful attempt may be reproduced and
can be the starting point for successive developments.

While the process of incremental change is conceptually powerful, we will en-
counter fundamental difficulties in our attempt to understand the overall process of
the development of life. Perhaps one of the key issues that underlies these difficulties
is that the theory of evolution assumes that the emergence of complex organisms is
reducible to understanding incremental changes. We have found in previous chapters
that a system composed out of many components cannot be understood in a reduc-
tionist manner as trivially related to the behavior of components. Instead,it is neces-
sary to understand their interactions and how these interactions result in collective
behavior. Similarly, the process from atoms to organisms cannot be understood as a
direct result of a few elementary incremental evolutionary processes. This becomes
apparent in this chapter as we attempt to construct a global representation of fitness
that can account for evolution by an incremental model.

6.2.2 Fitness—what is being optimized?
We should pause and consider the fundamental justification for use of a fitness prop-
erty in the dynamics of organisms. Our study of thermodynamics specified that the
state of a system is determined by maximizing the entropy of an isolated system or
minimizing the free energy at a particular temperature. What gives us the freedom to
postulate an alternate dynamical process—a process in which organisms increase
their fitness rather than decrease their free energy? The key point is that the earth is
not in equilibrium. It receives energy from the sun and emits lower energy photons to
black space. This energy flow implies that the second law of thermodynamics does not
apply, and it enables the existence of nonequilibrium structures that themselves con-
sume energy and emit waste heat.Without the energy flow, this would be impossible.
Having said that such structures are possible does not necessarily mean that they must
occur in the form of living organisms. However, as an underlying concept, the idea
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that this nonequilibrium circumstance can lead to nonequilibrium entities then en-
ables us to ask constructively what entities or organisms will be in existence. The an-
swer provided implicitly by evolutionary theory is that in some sense the organisms
that exist are those that optimize some function of the energy flow. Ultimately this is
the nature of fitness.

To reach the fitness of organisms,the discussion also requires an additional step
that would relate the overall process of energy flow not to the whole system, but rather
to individual organisms. The overall nonequilibrium conditions create local non-
equilibrium conditions in which organisms exist. The availability of energy in various
derivative forms different from that provided by the sun,as well as the availability of
heat sinks of other derivative forms, enables the local process of a living organism to
proceed. Within this local circumstance, the organisms that exist are the result of
some dynamic process that need not optimize the free energy, but may optimize some
function of the energy flow. When we can interpret each organism as optimizing the
cost function separately, the resulting cost function is the fitness.The process of opti-
mization causes incremental changes to appear in the system. The assumption of in-
dependent optimization by par ticular organisms bears resemblance to parallel pro-
cessing in the protein-folding problem, where components of the system act,in part,
independently.

6.2.3 Phenomenology of life
The phenomenology of life is rich and diverse. There is a lot of specific information
that is known, and general observations that can be made. The general observations
should be addressed by a complete theory of evolutionary dynamics. In each of the
following paragraphs, we summarize some of the general observations to motivate
aspects of our discussion of evolution.

Existence of life—Aside from the observation that without life we wouldn’t be
here to talk about it,the existence of life tells us that in principle it is possible to have
life. What it doesn’t tell us is whether it is a highly improbable or a probable occur-
rence, and whether there are other forms we have not encountered.

Existence of variety of life—Not only do we find that life exists, we also find that
various forms of life exist.The variety is remarkable:animals and plants,living beings
that can exist in various environments, animals that can swim, walk and fly.
Conventional life-forms range in size from single-celled organisms to whales.We can
also say that life exists in many different degrees of complexity. This indicates that not
only can life exist, but that there are many varied forms it can take.

Existence of distinct traits—Organisms living today are grouped together in vari-
ous ways. Certain animals are similar and others are quite different. There is no con-
tinuum of organism traits at the present time. Instead there are groupings of organ-
isms that are more similar and less similar to other organisms. For example, there is
no continuum of organisms between a giraffe and a spider or a giraffe and a grass
plant. There are many different forms of variation that appear to exist,and others that
do not.One might wonder, for example, why domestic dogs come in a wide range of
sizes, while domestic cats do not.
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Existence of shared traits—Various quite different organisms share similar traits.
For example, bony fishes, sharks and dolphins share a superficial body form.
Butterflies, birds and bats share certain attributes of wing structure.Organisms share
similar numbers and roles of appendages. Mice and men share common organs, tis-
sues and chemical processes.

Existence of fossils—Fossils illustrate various changes in traits of organisms over
geologic times. Specifically:

a. Changing of traits—Many existing organism traits did not exist in previous times.
The rate of change is not uniform over history. Slow changes occur at some times,
and rapid changes at others.

b. Extinction—One example of dramatic change is extinction. Large dinosaurs are
the most prominent example of disappearance of a set of complex organisms.
Other organisms also have disappeared at particular times.

c. Persistence of species—While some organisms have disappeared,others have per-
sisted over long times.Single-celled organisms similar to those existing today are
found in fossils at the beginning of recorded life 3 × 109 years ago. Among the
longest continuously existing animals are cockroaches,horseshoe crabs and cer-
tain sharks.

d. Systematic changes (evolutionary progress)—Among the changes that are shown
by fossils are examples of incremental monotonic changes from an initial form
to another form.A classic example is the horse for which a sequence of progres-
sively larger fossils was found.

Trait persistence from generation to generation by reproduction—Organisms that
reproduce (asexually or sexually) pass traits from generation to generation. Dogs
don’t give birth to plants. More specific traits ranging from size to color are correlated
from generation to generation, though a detailed description of inheritance must in-
clude mixing in sexual reproduction and various statistical correlations rather than
deterministic relationships.

Death—All organisms appear to die. Death is due to various circumstances in-
cluding accidents, disease, hunger and predation. Barring other causes, for some or-
ganisms there appears to be a “natural life span” following which death occurs by
senescence, i.e., “old age.”

Migrations and domains—Organisms may migrate from place to place on the
earth.Generally a species exists within a certain domain. Other places it is not found.

Trait change by human (artificial) selection—When human beings select mem-
bers of a domesticated species to reproduce,this can cause progressive changes in or-
ganism traits. Eventually, different varieties can be formed. Various properties can be
modified, such as size, disease resistance, or quantity of a product (milk, eggs, meat,
grain, etc.). This is apparent in both plants and animals that have been domesticated
over many years.

Apparent competition for resources—Studies of organisms suggest that they com-
pete for resources such as food, territory and mating rights.
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Apparent interdependence and reliance—Organisms are also interdependent.
There are parasitic relationships, symbiotic relationships between species and social
behaviors within a single species.

Food web—There is a food web that corresponds to organisms consuming other
organisms as food. There is specialization in this food web. There are herbivores and
carnivores as well as omnivores. Other aspects of specialization in the consumption
of resources are also apparent. Different herbivores consume different plants, or dif-
ferent parts of the same plant. Different carnivores consume different animals.

Reproduction—All organisms reproduce. There exists asexual and sexual repro-
duction among all major groups of living organisms. Sexual reproduction appears to
become more prevalent among more complex organisms.

Relevance of organism size—Among organisms with larger body sizes there are
characteristically fewer individuals, fewer progeny and also fewer species.

Role of DNA—Many traits have been traced to DNA sequence.Various genetic as-
sociations of traits and generational transfer of traits as well as the direct manipula-
tion of DNA have established DNA as a source of information that determines hered-
itary physiological traits of plants and animals.

6.2.4 Life and reproduction
The existence of life relies upon a diversity of molecules and molecular types.Polymers,
discussed in Chapters 4 and 5, formed of several types of units are essential. Proteins
appear to serve primarily as enzymes. DNA and RNA, formed from chains of nu-
cleotides (bases),appear to serve primarily as repositories of information. This infor-
mation is represented by the particular sequence which is composed of four distinct
molecular units. For DNA the units are adenine,cytosine,thymine and guanine. For
RNA the thymine is replaced by uracil and all have a systematic modification that
changes deoxyribose to ribose forms. DNA and RNA could also be used as catalysts,
but this does not appear to be their primary function in cells. Polysaccharides and
lipids are polymers that serve both structural functions, and for storage of energy.

A number of polymers are involved in the formation of two-dimensional mem-
branes that are self-organizing molecular assemblies. A membrane is formed when
certain polymers having both hydrophobic and hydrophilic ends are present. Under
a certain range of conditions, the polymers form a planar double layer consisting of
internal hydrophobic ends that avoid water, and external hydrophilic ends that seek
water. Once a membrane is formed, other molecules can be added to modify its be-
havior. The formation of a membrane is, more than the existence of complex mole-
cules,the boundary of living and nonliving. It bridges from molecular systems to or-
ganisms because it establishes a distinction between the interior and exterior of a
system. Ultimately a membrane enables the interior environment to be controlled so
that, in turn, a variety of molecular processes can be controlled.

The hierarchy of living organisms is now understood to be classified into largely
single-cell prokaryotes and largely multicell eukaryotes. By number, most of the or-
ganisms on earth are in the category of prokaryotes. Prokaryotes, which include bac-
teria,are simpler and, according to fossil records,arose earlier (3 × 109 years ago) than
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eukaryotes (1.5 × 109 years ago).Prokaryotic cells consist of a cellular membrane with
molecules or molecular aggregates inside. In contrast, eukaryotic cells have additional
internal levels of structure in the form of membrane-bound organelles. These can in-
clude a nucleus,mitochondria, chloroplasts, endoplasmic reticulum,Golgi apparatus
and food vacuoles. Eukaryotic cells are typically at least 10 times larger than prokary-
ote cells. Prokaryotes can form colonies but never achieve the highest levels of orga-
nization seen in eukaryotes. Eukaryotic cells can be either single-celled organisms or
part of multicellular organisms including plants and animals.

Prokaryotic cells reproduce by replication. The DNA in a prokaryotic cell repli-
cates as materials are available. It consists of a single DNA double helix. In the ba c-
terium E.coli it is 2 × 106 bases long. Eukaryotic cells undergo a more complex process
of reproduction. Individual cells reproduce by mitosis, which involves DNA duplica-
tion and then separation in an organized fashion to ensure proper grouping of mul-
tiple DNA strands, each of which is called a chromosome.

Multicellular organisms frequently reproduce by sexual reproduction, which in-
volves two processes. The first is the formation of gametes consisting of cells that con-
tain half of the full set of chromosomes. This occurs by a process of cell division called
meiosis, during which a mixing (recombination) of the parent chromosomes occurs.
The second is a developmental process that occurs once two gametes from different
organisms are combined. This developmental process creates a new multicellular or-
ganism by cell division, growth,differentiation,locomotion and changes in shape and
function of cells. The developmental process is the topic of Chapter 7.

Cell replication involves both molecular replication and cell growth.DNA can be
replicated because the nucleotides preferentially bind in specific pairs: adenine with
thymine, cytosine with guanine. This enables a complementary chain to be readily
formed with the help of additional molecular machinery—a polymerase. The reac-
tion of replication can be performed in a test tube. The test-tube version is called the
polymerase chain reaction,and it is the basis of modern methods for determining the
sequence of DNA nucleotides and other uses of DNA. What does it mean to replicate
the molecule? Since this is the most basic biological replication process,it is helpful to
ask exactly what is being replicated. The atoms are not replicated, thus it is better to
think about DNA replication as a replication of the information in the sequence of the
polymer. More generally, polymers can grow by selective addition of monomers facil-
itated by catalysts. Cell growth occurs by selective addition of molecules to the cell.
This generally requires consumption of energy in order to execute the selection
against the influence of entropy.

Rep l i c a ti on is cen tral to the process of evo luti on , wh i ch invo lves ch a n ges in the
or ganism type over many gen era ti on s . In c rem ental ch a n ges occur thro u gh proce s s e s
that we gen eri c a lly call mut a ti on . The simplest of these is the ch a n ge of a single base—
a tra n s c ri pti on error. Th ere are other processes that ch a n ge the gen ome from gen era-
ti on to gen era ti on . The main process is that invo lved in sexual reprodu cti on . In this
proce s s , the DNA of male and female parent are mixed , typ i c a lly by taking half of t h e
ch rom o s omes from each . In order for this to make sen s e , t h ere must be some way to
en su re that all essen tial functi ons of the cell and mu l ti cellular or ganism wi ll be repre-
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s en ted in the final com bi n a ti on . This is accom p l i s h ed by the pre s en ce of t wo (or more )
h om o l ogous ch rom o s omes in each or ganism that would perform similar functi on but
a re differen t . Wh en the ch rom o s omes are sep a ra ted into zygo te s , wh i ch have on ly half
of the ch rom o s om e s , the process of m eiosis is de s i gn ed to en su re that one of e ach of
the hom o l ogues ends up in each of the zygo te s . The mating of z ygo tes then gives a new
D NA sequ en ce form ed out of the DNA of the paren t s . In human bei n gs there are 23
h om o l ogous pairs of ch rom o s om e s . With su ch a proce s s , the nu m ber of d i s ti n ct indi-
vi duals would be the produ ct of the nu m ber of d i s ti n ct hom o l ogue ch rom o s om e s .
Du ring mei o s i s ,h owever, t h ere is also a process that en co u ra ges cro s s over bet ween the
h om o l ogue ch rom o s om e s . Segm ents of D NA are tra n s ferred bet ween them . The lo-
c a ti ons of the DNA segm ents can also be re a rra n ged . This re sults in a mu ch larger set
of po s s i ble va ri a ti ons in the DNA of of fs pri n g. The basic functi onal parts of ch rom o-
s omes are call ed gen e s . In the simplest pictu re , a single gene contains the code for a
s i n gle pro tei n . F i n a lly, o t h er proce s s e s , su ch as ex tra ch rom o s ome du p l i c a ti on , c a n
ch a n ge the nu m ber of ch rom o s omes in the cell . No te that gen etic mixing by sexual re-
produ cti on is qu i te analogous to the form a ti on of com po s i te states discussed in Secti on
2.4 and similarly assumes partial indepen den ce of com pon ent functi on .

In our discussion of evolution, we will assume the existence of a basic cell with
DNA and replication machinery. Processes that led to such a system would involve
molecular evolution that can be discussed in a similar framework. The difficulty in
discussing molecular evolution is that organisms that involve other types of polymers
might be possible and we have no grasp of the space of possibilities. Even restricting
the organisms to those primarily encoded by DNA and ancillary molecules, we know
little about the enormous space of possibilities.Our discussion of proteins at the be-
ginning of Chapter 4 counted the large number of conformations for a protein. The
number of possible DNA sequences which are no longer than human DNA is 41010

.
Our interest is in this space of possibilities. We note that the number of possibilities
in Star Trek’s domain—“Space,the final frontier”—pale in comparison to the space
of possibilities that is being explored by nature through the process of evolution, in
which exploration human beings participate.

6.2.5 Qualitative incremental dynamics of evolution
The theory of evolution is based upon two processes, mutation and selection,that are
assumed to give rise to incremental changes in organisms. We discuss here qualita-
tively the processes and the types of incremental changes,and then we address their
properties more systematically through mathematical models that turn out to be
more subtle than the qualitative picture would suggest. The approach we take here il-
lustrates the dangers of qualitative models,how more quantitative models can be con-
structed, and some of the problems, as well as the benefits, of doing so.

Mutation,as previously mentioned, is used as a generic term for heritable varia-
tion in an organism largely through changes in the genome.Specific processes that re-
sult in changes in organisms from generation to generation include point mutations,
rearrangement, mixing by sexual reproduction and gene duplication. Mutation in-
creases the variety of organisms,thus enabling selection to effect a change in the over-
all population of organisms.
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Selection in a qualitative sense is differential reproduction. Organisms repro-
duce. The type of organism that is more likely to be around in the future is one that
has more offspring. The ability to have offspring requires survival and reproduction.
This can be prevented by various problems—nonviability, nonfertility, lack of food,
death by predators, death by disease, lack of a mate—leading to death without off-
spring. Fitness is, by definition, the quality that is selected for.

Equilibrium—To illustrate conceptually the processes of selection and mutation
it is helpful to consider first a condition in which there is no net change in the popu-
lation of organisms from generation to generation. We will often call this an equilib-
rium, but it is actually a steady-state condition, because resources are consumed. We
imagine a population of organisms (Fig. 6.2.1) that has a distribution of some prop-
erty and whose population is described by a Gaussian distribution. Without consid-
ering many implicit assumptions in this picture, we suggest that mutation is a process
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F i g u re 6 . 2 . 1 C o nc e p-
tual illustration of an
equilibrium that results
from mutation and se-
lection. The top figure
shows the increase in di-
versity of a population of
organisms as a result of
mutation. The middle
figure shows the de-
crease in diversity due to
the action of selection.
When these processes
are balanced, there is
no net change. The rela-
tive normalization of the
curves is chosen only for
convenience. The hori-
zontal axis is some heri-
table property of the
organisms. The bottom
figure illustrates the var-
iation of the fitness with
this heritable property.
In order to retain consis-
tency with dissipative
physical systems that
move to lower energy, we
plot the negative of the
fitness. By this conven-
tion, equilibrium occurs
in a valley. ❚
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that would, by itself, increase the width of the distribution, while selection decreases
the width, thus leading to equilibrium.

Evolution—The central process of evolutionary change is the displacement of a
population along some coordinate.Qualitatively this is illustrated in Fig. 6.2.2, where
motion on a slanted fitness surface as a function of some property is assumed to give
rise to population evolution. This motion results from a combination of mutation
and selection, where the mutation increases the width of the distribution,and selec-
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Figure 6.2.2 Conceptual illustration of a process of incremental evolution by biased selec-
tion. In the top figure, nonuniform selection is shown acting on a population of organisms.
Selection occurs by preferential death of organisms and/or by preferential reproduction of or-
ganisms. In the figure, only the effect of both is shown. This results in a net movement of
the population. The bottom figure illustrates progress down a fitness slope. Only one of the
subtleties that arise in this illustration is that we did not appear to need mutation. Mutation
is necessary because the population is discrete rather than continuous and therefore does not
have an arbitrarily long tail. At every step, mutation must create the forward tail of the dis-
tribution, which is then increased by reproduction. ❚
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tion causes the preferential selection of the more fit organisms. We say that selection
is a force driving the evolutionary process.

Trait divergence and speciation—In order to account for the existence of a variety
of organism types,it is necessary to have a possibility of splitting a single population
into two populations with distinct traits. For this to occur it is assumed that under
some circumstances there is a process of divergence of the organism traits. The be-
ginning of this process is called disruptive selection. This is illustrated in Fig. 6.2.3.
The opposite process of true convergence of two populations is not often considered,
for reasons discussed below. The formation of groups of organisms with distinct traits
may also lead to the formation of distinct species—organisms that cannot interbreed.

Extinction—Finally,organism types can disappear through extinction (Fig.6.2.4).
It is also possible for an organism type to increase dramatically in population over a
short period of time.Of the four processes illustrated in Figs.6.2.1–6.2.4 this process
is the one that most clearly suggests that what is shown is only part of the picture,since
extinction is a strictly time-dependent phenomenon. This implies that something ex-
ternal to the organism—its environment—is changing. We note that the nonre-
versibility of evolution is manifest in extinction, since the reverse process is sponta-
neous generation.
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Figure 6.2.3 Conceptual illustration of a process that may result in trait divergence — the
formation of two populations with distinct traits starting from one population. Beginning
from a population that is located at a particular value of a heritable trait, the population sep-
arates into two parts by disruptive selection that broadens the distribution and then forms
two peaks that separate over time. In order for this to occur, the fitness in the center must
be smaller than at the sides of the distribution. A question that immediately arises is, Why
did the initial single population peak form? Resolution requires some additional features that
must be included in a model but are not contained in this picture. ❚
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Genome, Phenome and Fitness

6.3.1 Complex to simple: a single behavioral parameter
The theory of biological evolution is predicated on the assumption of a measure of
fitness and its relationship to survival, reproduction and competition for resources
with other organisms. Fitness is considered to be a single valued function of the pa-
rameters, s, describing the organism. Depending on one’s viewpoint, the parameters
describing the organism may refer to the genetic code or to physiology and behavior.
It may be easiest to imagine the organism described by the genome as an explicit list
containing the sequence of DNA base pairs. For example s = (ATCGAAGCT...A). The
genome should also be understood to include a description of other parameters such
as molecules used in transcription and inherited cellular materials. Alternatively, we
can consider s as a representation of the phenome: physical and behavioral character-
istics such as height, weight, speed, instinctive behavior patterns, disease resistance,
etc. These attributes appear more closely related to capabilities of the organism. The
genomic space is related to the phenomic space through development. The converse
relationship, where behavior and physiological t raits affect the genome, is a conse-
quence of evolution. Our primary objective here is not to relate the genome to the
phenome, but rather to discuss the generational dynamics of s as a representation of
the processes of evolution. When we want to emphasize the distinction between phe-
nome and genome, we will use w for the former and s for the latter.

The fundamental assumption of evolutionary theory is that the fitness can in
principle be expressed as a unique function of the organism. More sp ecifically, we
have a real number K(s), which is the fitness. It will turn out that the models that we
will develop to describe evolution will have quite distinct roles for the fitness. These
models are a random walk model and a collection of differential reproduction mod-
els. Before we discuss these models, we will describe in Sections 6.3.2 and 6.3.3 the ba-
sic properties of the genomic and phenomic space and the sources of fitness.

6.3
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Figure 6.2.4 Conceptual
illustration of extinction
where a population of or-
ganisms disappears for
reasons that are not ap-
parent from this picture.
Influences of the envi-
ronment are responsible
but their nature is not
specified. ❚
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6.3.2 Genome and phenome
Before we consider various models for fitness and evolution, we must first clarify the
nature of the variable s. The space of possibilities of s can always be enumerated dis-
cretely as a set, but this is not necessarily helpful. The space of s generally indicates the
connectivity of the space—what values are able to make transitions to what values. A
transition is a change in s from generation to generation. The spatial structure of val-
ues of s thus represents our expectations of changes that are likely (states that are close
together in the space) and changes that are less likely in a single step but might occur
through a number of steps (states that are far apart in the space). We illustrate using
a few relevant examples.

The first case is a binary variable s =±1,similar but not necessarily with the same
dynamics as the two-state system of Section 1.4. This model could be a simplified sin-
gle base—considered as two possibilities rather than four. In sexual reproduction, a
binary variable can represent a gene with two possibilities (alleles) in a population.
The alleles might correspond to particular traits—for example, brown or blue eyes
among humans. We are concerned with the time dependence of the relative propor-
tion of the two traits.A standard picture of evolution would indicate the growth and
eventual dominance of one trait over the other. We can expand the two-state system
to a larger set of discrete possibilities. As long as there are only a few, a discussion of
the dynamics is similar to that for the two-state system.

The second case is a one-dimensional continuum. For our purposes, the contin-
uum and a set of discrete possibilities associated with the integers is the same. How
does such a model relate to the genomic or the phenomic space? The phenome ap-
pears to have continuum parameters such as the height or weight of an organism. For
animal breeding, we might consider chickens with a larger egg, cows with more milk,
or faster horses.A conventional picture of evolution would include the classic exam-
ple of incremental growth in size of the horse over time. How does this relate to the
genome? The natural continuum parameter of the genome is its length. We could
consider the possibility that the height of the organism is related to genome length—
the addition of bases in a particular part of the sequence increases the height. It would
be more reasonable, however, to assume that a number of discrete modifications of
the genome lead to a larger animal. How can discrete modifications lead to a contin-
uum? If we assume that each modification is independent and their effects are addi-
tive, then the height, w, is determined by an expression of the form:

(6.3.1)

where w0 is a constant added for convenience. We assume a representation s = {si },
where si is either ±1. wi is a number that determines the effect of si on w. A very rough
but useful first approximation is to consider each si to correspond to a single gene or
even base. It is important to recognize that this expression has implications for the
natural distribution of heights, which is different from the distribution expected in a
continuum. If we assume that all possible genomes are equally represented in a

    
w = w0 + si w i

i
∑
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population (selection does not apply) then there is a natural distribution of heights.
This would correspond to setting the values of si at random.

The simplest case to consider is when all wi have the same value, wi = w. Then
a random distribution of si implies that the heights have a Gaussian distribution with
a width given by w √N , where N is the number of independent terms. This is unlike
a usual continuum, where a random distribution would correspond to equal proba-
bility of all heights. This also implies that there are bounds to the values of possible
heights, ±N w, though the bounds are much wider than the distribution. There is an-
other way that this model is relevant to any discussion of evolution. When we apply a
selective force to such a continuum parameter, it gives rise to a bias in the probabili-
ties of values of the si. However, the phase space of possible genetic representations
decreases with increasing deviation of the height from the unbiased average.

The distribution of values of wi for a more realistic model should be considered
carefully. A single value might be replaced by a power-law distribution, or a distribu-
tion which implies that particular mutations have a large effect and others have a
small effect. For example, eye color, while dominated by the blue/brown dichotomy,
also has more subtle distinctions. Moreover, the additive representation might be re-
placed by a contingent representation where one mutation can occur only after an-
other has happened. Complicated distributions of traits among organisms that are
not subject to selection reflect features of the underlying genomic representation. As
usual, in modeling such distributions it is reasonable to build a preliminary discus-
sion upon simple models which illustrate features of more complete models.

The existence of an underlying genomic representation also has direct impact on
the dynamics of the continuum model. There is no reason to believe that the proba-
bility of a mutation to the right is the same as to the left. These probabilities will vary
at different location in the continuum. The simplest example is an organism that
starts with a genome of the form (−1,−1,−1, −1, ...,−1) and we study evolution of an
ensemble of these organisms where the only trait we measure is the total number of
1s, which is the relevant phenomic property. Then the genome mutates at random in
every generation. Initially, every mutation changes one of the digits to a 1. This would
look like a constant drift in the value of the phenome. Then as time goes on there are
fewer –1s, and the mutations may change either −1s to 1s or 1s to −1s. Without any
selection bias it will eventually set the digits equally on average to 1s and −1s with a
distribution that extends from N /2 − √N to N /2 + √N. This distribution is not
changed by mutation. We will discuss the effect of a bias due to fitness selection in the
following sections.

There are many other possible spaces to consider in addition to a binary and a
continuum space. We can consider various d-dimensional continuum spaces and
combinations of continuum and discrete spaces. We could also consider a set of N bi-
nary variables, an Ising-like model, representing the various bases or alleles of genes.

The final case we consider is a more direct representation of the genome as a
space of strings, s = (s1s2s3.. .sl ...) where all characters si for i > l are zero, and l is the
genome length. The si might be taken to be bases or genes with a prespecified alpha-
bet of possibilities. One kind of transition in this space alters the characters but does
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not change the string length. For example, point mutations change the value of a sin-
gle character. Another kind of transition changes the length of the genome—for ex-
ample, adding or deleting a single base at the end, or inserting or deleting a base some-
where in the middle. If we limit ourselves to considering only these transitions, we can
consider the process of genome extension as distinct from the process of changing the
genome for a specific length. The rate of point mutation need not be the same as the
rate of mutations that change the genome length. Later, we will discuss the implica-
tions of this model for the problem of generating organisms of higher complexity.

In considering the space of possible organisms, it is essential to consider the in-
dependence or dependence of parameters.Only when parameters are independent is
it possible to consider a phenomic trait or a particular gene as the subject of evolu-
tionary study. Similar to the discussions in Chapters 2 and 4, there are likely to be
parameters that are partially independent. For example, the st ructure of the diges-
tive system is largely independent of the mating behavior or the absolute size of the
organism. Because of the independence of certain physiologic or behavioral para-
meters, we can consider evolutionary change in the different parameters separately.
Even when they are coupled, partial independence implies that there are organisms
that share one trait but vary in another. This variation can allow for evolutionary se-
lection in one and not in another. When chickens are bred for increased size,this can
be done largely independent of the color of the chicken. The independence of phe-
nomic traits should, however, be carefully considered in the context of the underly-
ing genomic representation. The essential point is illustrated by considering the rep-
resentation described in Eq. (6.3.1) and allowing for two different traits w,v to rely
upon the same representation:

(6.3.2)

As long as we are considering values of w and v that can be represented by a large num-
ber of possible genomes,then w and v may act independently. However, when one of
the phenome parameters is pushed by selection to an extreme limit,then the space of
available genomes becomes reduced and the possible values for the other phenome
parameter also becomes reduced. For example,if all (or nearly all) si in Eq.(6.3.2) are
selected to have the same sign as wi to achieve the maximal value of w then we are
restricted to a particular value (or limited set of values) of v which is (are) unlikely to
be optimal. Systematically, we can say that a high selection pressure increases the cou-
pling between various phenomic parameters. Moreover, this shows that it is progres-
sively difficult to optimize multiple phenomic parameters at the same time. This is
important when we consider several different traits that superficially are independent,
such as chicken size,the number of eggs laid per day, and the resistance to a particu-
lar disease. Starting from an unbiased distribution, by selection we may be able to
change them independently. Once they are strongly selected they often become cou-
pled to each other.

      
v = v0 + s i vi

i
∑

    
w = w0 + s i w i

i
∑
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The idea of trait independence, and direct coupling of a single trait to a single
gene, has attained a popular following that is reflected in the searches for individual
genes responsible for a variety of human physiological and behavioral traits. It is not
unreasonable to suggest that this view arises largely out of our ignorance of the com-
plex interplay of genome and phenome.

In a more global context,the coupling of attributes is a motivation for diversity
of life even if the possible organisms are continuous. We can consider different or-
ganisms that optimize particular capabilities and not others: sensory acuity or large
size or quickness.Each of these can provide an opportunity for fitness improvement,
but eventually to the exclusion of improvements in other properties. This suggests
that different organisms could survive by optimizing different traits. However, in or-
der for this to be the case, there must be a nonlinear relationship between fitness and
the phenomic properties. A linear optimization would still mean that a particular
combination of characteristics wins over the others, and diversity would not result.

6.3.3 Fitness sources
The variation of fitness as a result of mutation may range from large to insignificant.
A large variation in fitness may result in offspring that aren’t viable—that are unable
to survive or reproduce. An insignificant variation in fitness means that the difference
doesn’t affect selection; such mutations are called neutral. In a historical controversy
it has been debated whether neutral mutations dominate the space of possible muta-
tions. The controversy is relevant, because if neutral mutations dominate, then ran-
dom changes (diffusion) of the genome, rather than selection, would cause evolu-
tionary changes. Conventional evolution by selection occurs when changes in fitness
are significant but gradual,so that populations change over many generations.On the
other hand, the proportion and spatial distribution of nonviable organisms may re-
sult in boundaries to the course of evolution that are likewise important to under-
stand. In this section we discuss some of the possible reasons for large variations in
fitness, or a lack of variation in fitness,that can give insight into these issues. Remarks
in later sections will clarify the neutralist/selectionist controversy.

Fitness may be considered as a function of the genome or phenome space. The
function K(s) has different properties depending on what s represents. Contributions
to fitness variation are considered for each case in the following paragraphs.

We begin with the contributions to the fitness for the genomic space. We focus
on complex multicellular organisms and their viability. A specific genome may not be
viable because it does not provide for its own reproduction, or for effective expression
of its information. The genome contains markers that indicate where to begin and
where to end transcription so that proteins are formed. Eliminating or adding such
markers may be readily understood to cause nonviability of the genome. Moreover,
the genome acts as a set of instructions that lead to development of a multicellular or-
ganism. It may fail due to inconsistent instructions. It may also describe a nonviable
organism where necessary physiological functions do not exist, or where organs or
systems are improperly connected or sited. We might also distinguish between or-
ganisms that are viable under some circumstances, but not the circumstances that
prevail. For example,a fish born on land.We could introduce the concept of a domain
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of viability as the set of conditions under which a particular organism is viable.
Evidence for a large number of nonviable genomes exists. It is believed that approxi-
mately one-third of successful impregnations in human beings result in early (first
trimester) miscarriages that are often unnoticed.A significant proportion of these are
believed to be due to nonviability of the genome. It should be understood that this oc-
curs even though the possible genomes are very selectively chosen due to their origi-
nation from functional genomes of the parents with limited types of variation. This
also suggests that developmental viability is a major constraint on fitness. Finally,
some organisms are not fertile even when properly developed, with the classic exam-
ple being the mule.

In contrast to the reasons for nonviability, there are also reasons that mutations
are neutral.A significant amount of DNA in cells does not appear to code for proteins
and, at least to a first approximation, does not directly affect the system function.
Discussions of the role of this “junk DNA” have yet to resolve whether it has a func-
tional role, such as in the structure of the DNA molecule or as latent coding DNA, or
if it has no functional role at all. At the present time it is reasonable to assume that a
significant fraction of changes in this part of the DNA are neutral with respect to se-
lection. We can also discuss changes in the coding parts of the DNA. Changing a sin-
gle base that codes for a particular protein may not change the amino acid that it codes
for. This is because the mapping of DNA to amino acids is not one-to-one. Even if a
base change does change the amino acid, changing one amino acid generally does not
affect the structure of a protein or its enzymatic activity. Even when a protein is
changed so that its activity is compromised,the change may be compensated by other
cellular or physiological mechanisms. This suggests that many changes in the genome
do not affect the phenome and thus do not affect the fitness in a conventional way.

When we consider the fitness as a function of the phenome, we would consider
as coordinates various properties of an organism such as height, weight, bone struc-
ture or speed of locomotion. However, a central problem with this description is that
it is not clear whether it is possible to create an organism with a particular set of phys-
iological properties from a genomic description. We can describe various organisms
in terms of their traits, but they may be impossible to create. We could protect our-
selves from this problem by considering only organisms that are known to exist and
comparing their fitness. However, this simplification does not allow us to address ba-
sic questions that we want to understand regarding the reasons for the existence of or-
ganisms in the form and with the evolutionary history that is found. Moreover, from
a practical point of view it is important to understand what are the factors that pre-
vent horses from running faster, chickens from laying more eggs or cows from giving
more milk. Thus nonviability has meaning in this context as nonfeasibility. Feasibility
can be divided into several categories according to which constraint prevents the for-
mation of the organism—physical or representational. We also can discuss generally
the effect of population interactions.

Physical constraints—In the context of particular external circumstances, physi-
cal law places various constraints on possible organisms. There are requirements on
strength of bone in order to support an organism in a certain gravity. There are also
constraints on senses—ears and eyes are limited in their sensitivity by quantum me-
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chanics. External conditions such as temperature, air pressure and composition im-
pose additional constraints. For example,the visibility in air is limited to a window of
frequencies that are relied upon by the eye. The composition of the atmosphere places
constraints on the organisms that can exist in it. The terrain places constraints on the
nature of locomotion and the limbs that may be useful for it. The ocean and its com-
position imposes quite different constraints. The cycle of day and night results in
other constraints. The qualitative differences between organisms in the water and on
the land, or even between fresh and salt water and between different land climates,
and specifically the lack of viability of one organism in another environment, suggests
the importance of physical constraints on fitness.

Representation constraints—Even if certain traits are possible within physical law
they might not be possible when we consider their implementation using DNA en-
coding. The process of developmental biology does not allow all systems to be formed.
For example,automobiles are possible, but it appears likely that developmental biol-
ogy cannot create a car directly using DNA encoding (indirectly, of course, it has).
There may also be limitations in the structures that can be formed because of the use
of particular chemical processes. This is not due to physical law but rather to the
mechanisms of coding. A milder form of the encoding constraints exists in the form
of coupled traits. Thus certain physiological/behavioral traits may be coupled to oth-
ers due to their representation in the genome. Such constraints are difficult to con-
sider without understanding the processes involved in developmental biology. They
will become somewhat clearer as we discuss these processes in Chapter 7.

Population interactions—Population interactions might be thought to be signifi-
cant only after issues of viability cease. This is not entirely true because, for example,
parenting can enable organisms to be viable when they would not otherwise be.
There are various interactions between different organisms that are important for fit-
ness. There are interactions between organisms that are distant from each other in the
genomic space. Examples include: interactions between plants and animals, interac-
tions between bacteria and multicellular organisms and interactions between para-
sites and their hosts. There are also interactions between organisms that are proxi-
mate to each other in the genomic or phenomic space. They can include competition
for the same resource, cooperation in group protection, reproductive interactions
and parental attention.

Is the variation in fitness dominated by interactions between organisms or by in-
herent (physical or genomic) limitations? This question is superficial in that it is quite
clear that both contribute in essential ways to the determination of fitness. Moreover,
physical considerations, such as the composition of the atmosphere, due in part to the
balance of plants and animals, may also reflect indirect interactions between organ-
isms. Interactions and their effect on fitness are also related to physical considerations.
Nevertheless,the issue of the relative importance of interactions and physical causes
of fitness is important because it is relevant to questions that are at the heart of evo-
lutionary theory. For example,it is relevant to the importance of randomness and his-
torical accident in determining the course of evolution.
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It is tempting to consider all variation in phenomic traits as significantly affect-
ing fitness so that there are no neutral variations. The more practical aspect of this ap-
proach is to understand the existing variation of phenomic properties of a particular
population of organisms. The central issue becomes whether the variation in phe-
nome represents a diversity that is being acted upon by selection and therefore certain
traits will eventually be forced to disappear in favor of others, or whether the varia-
tion is neutral with respect to selection and will persist. This limits the scope of the
question from the space of all possibilities to the space of extant organisms. Even in
this context, the controversy between neutralists and selectionists is not easy to re-
solve. The issue is still more complicated since populations of organisms may not act
solely to select individual properties but also properties of the whole population. In
this case variation may reflect the effects of selection. This will be discussed in
Section 6.6.2.

From the discussion in this section, we see that there are a wide variety of con-
tributions to the fitness of an organism. These factors change in time due to various
events that range from change of weather to fluctuations in populations of other or-
ganisms. Since we are describing the evolution of organisms due to a fitness that it-
self depends on the existence of organisms, we are describing a self-consistent
process. Such self-consistency was discussed in Section 1.6 in the simpler context of
the Ising model for magnets. In essence, the concept of fitness itself represents a
mean field approach. The assumption is that at any time, an average over influences
that affect fitness is a meaningful concept, and that evolution takes place in the con-
text of this average fitness. This is one of the central assumptions in evolutionary
theory, not just in the models we will be discussing. Whenever the fitness is dis-
cussed as a fixed external parameter independent of the changes in the population,
this simplification is being made. Corrections to the mean field approximation can
be included in various ways; however, it is not clear how well it serves as a first
approximation.

Question 6.3.1 If large regions of the space represent nonviable organ-
isms,this might prevent evolution from one part of the space to another.

The relevant question is the degree of isolation of regions of the space, like
valleys in a mountain range. What phenomenological evidence suggests that
the phenomic space is connected?

Solution 6.3.1 One observation that suggests that the space is connected is
the existence of various widely different classes of animals such as land ani-
mals, winged animals,and water animals. The existence of flying insects,fly-
ing birds and flying mammals also suggests that there are multiple pathways
between widely separated parts of phenomic space, as does the existence of
different kinds of swimming animals. It is difficult, however, to rule out the
possibility that other classes of organisms do not occur because evolution is
unable to reach them. ❚
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Exploration, Optimization 
and Population Interactions

6.4.1 Exploration and optimization on a fitness landscape
At the root of evolutionary theory is the concept of optimization. It is not to be as-
sumed that the optimum has been, or ever will be, reached. However, incremental
evolutionary processes increase the fitness. Thus, it makes sense that a first mathe-
matical model of evolution relies upon our understanding of the dynamics of opti-
mization. Optimization problems can generally be written as a moving point on a
landscape representing the cost function. The prototype optimization problem is the
motion of a particle on an energy landscape where dissipation of kinetic energy
causes it to move to lower potential energy. A nonzero temperature causes the parti-
cle to bounce around,enabling movement up in potential energy, but the tendency is
to settle in lower regions. This system was introduced in Section 1.4 for simple energy
landscapes and discussed in Section 1.7 in the context of Monte Carlo computer sim-
ulations. It was also the basis of our discussion of the relaxation of proteins to their
folded conformation. For evolution, we modify this picture by allowing the existence
of more than one organism performing the optimization at the same time.
Interactions between the organisms change the nature of the optimization. We first
introduce and motivate a conventional optimization picture, and later discuss how
the interactions affect it.

A central difficulty in constructing mathematical theories of evolution is the ne-
cessity of describing reproductive proliferation of a single organism,a variable popu-
lation size and population interactions.On the other hand, survival pressure is based
on the concept of a population of limited size. In a simplified form, one organism re-
places another due to limited resources. It is not unreasonable to model this first by
using the dynamics s(t) of an organism that reproduces and dies immediately after
giving birth to a single mutated offspring. Thus, as a basis for our discussion we can
consider a single mutating organism in a fixed size population—an ensemble. This is
a Monte Carlo random walk model (Section 1.7.2).

In the Monte Carlo random walk model we begin with a population of N non-
interacting organisms identified by their locations {si} on the fitness landscape. The
organisms are called walkers. In each time interval, every walker attempts to take a
step. Steps correspond to changes in the value of si. The step of an organism is selected
at random from all changes in s that are allowed by organism mutation. The proba-
bility of a mutation is represented by a matrix (s′|s′′) which gives the probability of
a mutation from s ′′ to s′ in a particular step. The move is accepted or rejected accord-
ing to the fitness K(s).A convenient, but by no means unique,way to do this uses the
Metropolis form, which says that if the new fitness is higher, the step is taken. If the
new fitness is lower, then the step may still be taken but with a reduced probability
given by the ratio of fitnesses: K(s′)/K(s′′). The lower the fitness is at s′, the smaller is
the chance the step will be taken. When the step is not taken, the walker stays in its
original location.We can think about this process in terms of the competition for sur-
vival. Starting with an organism at s′′, we perform a mutation to s′. We think about

6.4
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this as the momentary existence of two organisms at s′′ and at s′. Then we perform se-
lection. Either the new or the old organism survives and the other one disappears. In
the Metropolis form there is an asymmetry between the selection of the old and new
organisms. If the mutation leads to an organism that is more fit,the new organism al-
ways survives. If the mutation leads to an organism that is less fit,then there is still a
probability that the new organism will survive. This probability is given by the fitness
ratio. We could also choose a selection rule that treats the new and old organisms the
same. This would not change the overall evolutionary behavior in this model.

Quite generally, the stochastic dynamics of an ensemble with walkers that do not
interact can be written as a Markov chain (Section 1.2). The ensemble is represented
by the probability P(s; t) of finding a particular organism s at time t. This probability
changes with time due to mutation, reproduction and death. The probabilities of or-
ganisms at one time determine the probability of organisms after an interval of time
by a linear matrix equation (Eq. (1.2.5)) which we rewrite here:

(6.4.1)

The matrix Ps(s′|s′′) is the probability an organism at s′′ will go to s′ in the next step.
It is specified by the matrix (s′|s′′) and the fitness K(s). The precise expression for
Ps(s′|s′′) is not essential for our discussion, but for the Metropolis form it is given by
Eq. (1.7.19) as:

(6.4.2)

It is important to note that Eq.(6.4.1) is linear in the organism population. It applies
when there are no explicit interactions between organisms. Because the equations are
linear, we can consider e volution by starting from a population located at a single
point,and apply superposition to obtain the evolutionary behavior of any initial set
of organisms.

There is also one more point that we must consider—the granularity of the en-
semble. Eq.(6.4.1) uses continuous values of the probability P(s; t). We should not use
a continuum model to describe populations, because a subunit population makes no
sense biologically. The Monte Carlo random walk has g ranularity built in. However,
as long as the model is linear this granularity is not essential. When we consider in-
teractions between organisms that make the model nonlinear, we can do so in the
context of the random walk model.

Since we are discussing the properties of a system for which we do not actually
know the landscape, we should review what we know about the general properties of
Markov chains that are true for any landscape. We know that after enough time has
passed,a Markov chain in a connected finite space will reach equilibrium. This is true
about the model populations independent of whether the parameters of the model
are derived by assuming nonequilibrium organisms and nonequilibrium processes of

    

Ps( ′ s | ′ ′ s ) = ( ′ s | ′ ′ s ) K( ′ s )/K( ′ ′ s ) ≥ 1 ′ ′ s ≠ ′ s 

Ps( ′ s | ′ ′ s ) = ( ′ s | ′ ′ s )K( ′ s )/K( ′ ′ s ) K( ′ s )/K( ′ ′ s ) < 1 ′ ′ s ≠ ′ s 

Ps( ′ ′ s | ′ ′ s ) = 1−
′ s ≠ ′ ′ s 

∑ Ps ( ′ s | ′ ′ s )

    

Ps( ′ s ;t) = Ps( ′ s | ′ ′ s )Ps( ′ ′ s ;t −1)
′ ′ s 

∑
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birth, consumption and death. The extensibility of the genomic space suggests it may
not be finite. However, any limit on the ultimate length of the genome implies that
over long enough time the system must reach equilibrium. The time to reach equilib-
rium may be much longer than any reasonable amount of time (e.g., the lifetime of
the universe) but our discussion does not depend upon this, since in this chapter
(contrast Chapter 4) we are concerned about the dynamics of the ensemble, not the
time scale to reach equilibrium.

The overall behavior of the Markov chain is that of a relaxation process of P(s ;t)
to the target (equilibrium) probability distribution P(s) which we recognize as the fit-
ness P(s) = K(s). This follows from our use of the fitness to determine the probabili-
ties of taking a step in the random walk. We may choose to represent the fitness as:

K(s) = P(s) = e−E(s)/kT (6.4.3)

where E(s) is determined as a function of the fitness using

E(s) = −kT log(K(s)) (6.4.4)

We call E(s) the energy since it plays a similar role to the energy in particle motion on
an energy landscape. However, the energy as it is defined here is not the actual energy
or energy consumption of the system—it is only a way of writing the fitness.High en-
ergy implies low fitness, and low energy implies high fitness. The energy landscape is
the landscape for motion of particles representing the genome of organisms. In prin-
ciple, the parameter kT plays no essential role and could be set to 1. If the tempera-
ture kT is kept as a tunable parameter, it is an overall scale factor that changes how flat
the fitness landscape is. This reflects the influence of chance in the selection process.
For low kT the chance of a higher-energy organism surviving is insignificant. For
higher kT higher-energy organisms are more likely to survive.

The identification of the fitness with the target probability distribution of the or-
ganisms enables us to think about the evolutionary process directly. The concept of
selection appears in the target population distribution,since the higher the fitness,the
greater the target population of the organism. Even though the target dist ribution
K(s) is not the same as the distribution at a particular time P(s; t), under some cir-
cumstances the relative populations between organisms given by K(s) may be the
same as in P(s ;t). We will discuss the conditions under which this is true below.

There is one aspect of this model that may already be troubling. If the fitness is
directly related to the current population of organisms,this would strongly favor mi-
crobes over insects and insects over human beings. The difficulty here is not superfi-
cial and is important for the understanding of evolutionary theory.

Our objective will be to discuss generally the consequences of the random walk
model. In particular, we will focus on building an understanding of the relationship
between general biological phenomena and the motion of populations on the fitness
landscape. We will also consider the effect of the environment through the shape of
the landscape and the implications of interaction between organisms. Eventually we
will find this model to be quite limited and will discuss ways that it must be improved
to account for the phenomena we hope to describe.
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Quite generally, the dynamics of a Monte Carlo random walk on a landscape is
an exploration of the space with longer times spent in regions of lower energy. As we
discussed in Section 6.3.2,the nature of the space of possibilities s can be used to de-
scribe the possible mutations. The coordinates of organisms that can mutate to each
other are close in space,and those that require several steps are further apart.Once we
have determined the nature of the space, we must provide values for the fitness. Then
we can tentatively apply our intuition to the dynamics of a population that appears to
diffuse in the space.

6.4.2 Shape of the landscape
In a theory of evolution based upon fitness, there is only one mathematical entity—
the fitness.Thus we must satisfy ourselves that using only the fitness landscape we can
account for all of the phenomena of life. If we knew the landscape, we could analyze
it to arrive at these conclusions. Alternatively, we may analyze the requirements that
the landscape must have in order to satisfy these properties. At this time, the latter
phenomenological approach is appealing, since we have yet to develop a systematic
approach to obtaining the actual landscape. A systematic determination of the land-
scape would require us not only to know the fitness of specific organisms, but also
their genome or phenome in order to map the fitness space. It would be necessary to
know this both for organisms that are found on earth and organisms that might be
created by genomes that do not exist. Using the phenomenological approach, we can
relate general properties of the landscape to the phenomena of life. Various experi-
ments have more specific bearing on the nature of the landscape.

When we consider mathematical models for the landscape of the fitness there are
several generic possibilities:

Flat—The landscape may be essentially flat, corresponding to the neutralist
perspective.

Smooth—When there are variations it might be smooth, so that fitness varies
continuously with changes in the organism. It suggests that there are only a few widely
separated minima.

Rugged/random—A rugged landscape implies that the fitness of one organism is
uncorrelated with the fitness nearby. The fitness might be selected at random from a
distribution.

Locally correlated—If there is local correlation then the fitness is correlated
within a limited distance, and becomes random for larger distances.

Locally rugged with long-range correlations—If the landscape is random over
short distances, it may still be smooth if we average the values of fitness over neigh-
boring sites, or look at the minimum of the values of fitness over neighboring sites
and consider the longer-range variation.

Complex—A truly complex landscape implies that there exists structure on
every scale. There might be power-law correlations between different locations as a
function of distance. Different regions may be smooth or rough. This allows for
many different kinds of evolutionary behavior. In this case we should not infer from
one or two phenomenological examples what the general behavior is like. However,
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the existence of various possibilities does not necessarily mean they are relevant to
the global behavior of evolution.

6.4.3 Evolution—local landscape dynamics
We start by considering incremental pictures of the dynamics of a population of or-
ganisms analogous to Section 6.2.5.These should be related to smooth fitness surfaces
for continuum s. The first picture of equilibrium as a balance between mutation and
selection (Fig. 6.2.1) can be readily understood as the behavior of a population in a
valley. The equilibrium distribution P(s) = K(s) = e−E(s)/ kT is realized with the energy
a parabola E(s) ∼ (s − s0)2 to first order in arbitrarily many (continuous) dimensions.
This picture works. In the dynamics of Monte Carlo walkers, mutation increases the
diversity of the population, while selection reduces it.

We run into some trouble with the second picture (Fig. 6.2.2), of population mo-
tion on a linear slope. In the model that we are considering the population does dif-
fuse down the slope, but the distribution broadens (Fig. 6.4.1). What happens when
we add more dimensions? When the landscape is smooth,there is only one direction
in which the fitness is increasing (the steepest descent direction of the energy ∇K ∝−
∇E), and all orthogonal directions have no change in fitness. This is a property of a
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Figure 6.4.1 Schematic illustration of evolution on a linear fitness slope in the Monte Carlo
random-walk model. Equivalent to the problem of diffusion, the model always results in a
spreading of the population unless it is confined in a well. Thus the population spreads as it
translates in average location. This is unlike the conceptual illustration of Fig. 6.2.2, and is
unlike the models that will be described in Section 6.5. ❚
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smooth function,and does not require any special conditions. This should be recalled
in the context of the selectionist/neutralist controversy. To first order (i.e.,valid for in-
cremental evolution) only one out of many dimensions of variation of the mean of a
population of organisms can be affected by selective pressure. In the other dimensions
the population will spread out until it reaches second-order changes in the fitness.

In general, the landscape model readily accounts for the spreading of a popula-
tion throughout space. We might argue that this is a favorable outcome for the expla-
nation of the diversity of life. However, there is greater difficulty in accounting for
confinement of the population. Confinement is evident when a population of organ-
isms has a limited range of traits. It can be confined in a valley; however, a population
evolving as a whole cannot be in a valley. In order to confine an evolving population,
it is necessary to assume that the evolution is in one dimension only and that other
dimensions are confined as in a channel. Even in this case,from Fig. 6.4.1 we see that
spreading occurs in the direction of evolution.

Trait divergence requires the confinement of population traits, since two popu-
lations of organisms must be separated from each other. To understand the formation
of two groups of organisms with distinct traits, as illustrated in Fig. 6.4.2 we would
consider a spreading population encountering a ridge that will separate the popula-
tion at later times. As long as the landscape is smooth,the population will be contin-
uous.Only when there arise barriers will the population separate into different parts.
While there is need for a cause for the separation, there is no need for a cause for the
broadening of the distribution.

An o t h er way to understand the ex i s ten ce of groups of or ganisms with disti n ct
traits is thro u gh local minima in the landscape . A ro u gh or correl a ted landscape has
mu l tiple minima and barri ers over wh i ch walkers must cross to re ach them .S t a rting at
a point within a particular va ll ey, the pop u l a ti on spre ads and becomes a Gaussian dis-
tri buti on at the minimu m . Over ti m e , the pop u l a ti on wi ll escape from the va ll ey to find
o t h er va ll eys . For two va ll eys this is just the two - s t a te model of Secti on 1.4. The pop u-
l a ti on evo lves by ch a n ging the rel a tive prob a bi l i ty of the two states until an equ i l i briu m
is establ i s h ed bet ween them . Th ere is a ch a racteri s tic time for this equ i l i bra ti on . As
s h own in Fig. 6 . 4 . 3 , this can serve as a model for trait diver gen ce or ex ti n cti on .

Wh en there are many va ll eys , we can ch a racteri ze the pop u l a ti on at any time by a
qu a s i - equ i l i brium that applies to the regi on of s p ace wh i ch has been re ach ed by the
pop u l a ti on . In this regi on of s p ace the rel a tive pop u l a ti on of d i f ferent or ganisms is given
by their rel a tive fitn e s s . Thu s , in this regi on the pop u l a ti on approx i m a tes the ex pre s s i on

(6.4.5)

where the values of s in the sums are also limited to the region of space that the pop-
ulation has reached. It is important to note that a feature of this model is that the
population of organisms in a well does not evolve together. Instead, individual or-
ganisms explore space and accumulate at valleys that are then identified as groups of
organisms with similar traits. Since there is no interaction between the organisms,
there is no reason for them to evolve together. This is related to the problem of con-

    

P(s ;t) =
K (s)

K(s)∑
=

e −E(s )/kT

e −E(s )/kT∑
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finement. The problem related to confinement is most apparent when we consider
whether the population maintains a structure of separated groups of organisms or
continues to disperse until each organism is isolated.

On a rough landscape in a one-dimensional space, the population of walkers is
confined to a limited region of space, because barriers prevent it from expanding to
fill the space. However, in higher dimensions the population can generally escape
around barriers to explore ever larger regions of space and therefore also find pro-
gressively lower minima if they exist. We note that in order to account for the phe-
nomena of life, the landscape must be constructed in such a way that groups of or-
ganisms continue to exist:there isn’t complete accumulation in one valley, and at the
same time there isn’t complete dispersal.

We can see that describing a landscape that enables the creation of distinct or-
ganism types without causing complete dispersal is difficult in this model. The need
for this kind of balance is not healthy in a generic model, because it compels us to pro-
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Figure 6.4.2 Schematic illustration of trait divergence in the Monte Carlo random-walk
model. The process requires at least two dimensions in which fitness is varying. In the first
direction, a linear fitness slope causes the population to translate over time. This dimension
is indicated in the figure by successive closely spaced curves displaced towards the bottom
right of the page. The second dimension is shown by the curves themselves. As the popula-
tion evolves down the slope, it encounters a fitness ridge in the second dimension which
causes the population to split into two parts. ❚
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vide some reason that the landscape is so constructed. No reason is readily apparent.
We will try to solve this problem with interactions between organisms in
Section 6.4.5, but we will be only partially successful.

In the random-walk model there is a natural way to discuss the effect of the map-
ping of genome to phenome. The genomic representation can be accounted for by
writing an effective phenome fitness in terms of the genome fitness as:

(6.4.6)

which says that the fitness of the phenome coordinate is the sum over the fitness of
the respective genomes that give rise to this phenome. This makes sense, because the
phenome target population is the sum over the respective genome target populations

    

K (w) = w(s),s K (s)
s

∑
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Figure 6.4.3 Evolution of population on a landscape with two wells, similar to the time evo-
lution of the two-state system in Section 1.4. Starting from a population in one of the two
wells, the population in the other well grows until equilibrium is reached. This can be a model
for trait divergence if organisms of both types continue to exist in equilibrium, or if multiple
wells are being filled and emptied, as in a washboard energy with progressively lower wells.
It is also a model for extinction, when a well becomes completely depopulated. Note that for
trait divergence we could also start from a population in the lower well and create a smaller
population of new organisms by occupying the upper well till it reaches equilibrium. ❚
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for all genomes that give rise to this phenome. Eq. (6.4.6) is the same as treating the
fitness using a free energy for the phenome coordinate.

(6.4.7)

The free energy, defined as in Eq. (1.4.27),

(6.4.8)

plays the same role for the phenome as the energy did for the genome. It contains the
effects of the different number of possibilities of the genome for each value of the
phenome.

The free energy can also be written in terms of an entropy with the usual rela-
tionship between energy, entropy and free energy. Assuming the fitness is only a func-
tion of the phenome w means that the energy E(s) can be written as E(w) and can be
removed from the sum in Eq. (6.4.7) to obtain:

(6.4.9)

The sum in the logarithm is the distribution of possible values of w(s).
For the phenome representation of Eq. (6.3.1) with wi = w, the use of a phe-

nome fitness takes into account the larger number of possibilities of the distribution
being near w0. For random si (no selection), w(s) is a random walk in the variables si .
Thus the distribution is a Gaussian (Eq.(1.2.39)) and the free energy is a quadratic in
w (constant terms due to the normalization of the Gaussian can be neglected):

F(w) = E(w) + (kT /2N w 2)(w − w0)
2 (6.4.10)

Thus the maximum of the phenome fitness is at w0. A similar calculation was done at
the beginning of Chapter 5.

The use of a phenome fitness enables us to perform the Monte Carlo walk in the
phenomic space without considering the genomic space. In general we have to be con-
cerned about the possible transitions in w as a result of mutations in s. For this sim-
ple case where wi = w , mutations can change w by only ±1. As discussed in
Section 6.3.2, when there is no fitness bias in the underlying genome representation,
E(w) = 0,there is still a fitness bias in the phenome representation F(w) ≠ 0. Changes
in w are linear in time if we start sufficiently far away from w0. Every step toward w0

is accepted and every step away is rejected. Near w0 steps are random. Eventually the
population reaches equilibrium in the Gaussian distribution.

To consider a fitness bias and selection that would lead to a phenome that has, for
example, taller horses, we would write the free energy as:

F(w) = − w + (kT /2N w2)(w − w0)2 (6.4.11)

where the linear energy E(w) =− w is the phenome fitness bias. The new equilibrium
value of the phenome is obtained by minimizing the free energy and is given by

    

F(w) = E(w)− kT ln( w (s ),s

s

∑ ) = E(w) −TS(w)

    

F(w) = −kT ln( w(s ), s e −E(s)/kT

s

∑ )

    

K (w) = w(s),s e −E(s )/kT

s

∑ = e −F(w)/kT
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(6.4.12)

The equilibrium distribution e−F(w)/kT is a Gaussian of the same width as before.
Because it is displaced from the center of the genomic space, there are fewer distinct
genomes that comprise the population. This reduction can be estimated by the num-
ber of genomes at the peak location w′0 which is reduced from the number at w0 by a
factor:

(6.4.13)

This il lustrates the effect of selection which, by definition, decreases the numb er of
possible organisms in the population.

Question 6.4.1 Consider a genome that consists of the values of all
wi = w except for one mutation s0 which has the value of w0 = N w.

Start from an equilibrium distribution without selection. Discuss strategies
for artificially selecting organisms for obtaining large w.

Solution 6.4.1 The initial distribution of w consists of two Gaussian peaks
located at w0 ± w0. It is clear that the organisms that are optimal all have
s0 = 1. The key point in performing selection,however, is realizing that in ad-
dition to the gross effect of the single mutation,the best organisms also have
many small effects due to si = 1 for i ≠ 0 that accumulate to reach the opti-
mal w . To achieve a population of such organisms, the best approach is not
to select the upper peak of the equilibrium distribution but rather the upper
tails of both peaks. The upper tail of the lower peak is only one mutation
away from the upper tail of the upper peak. In contrast, organisms in the
lower tail of the upper peak are many mutations away from the upper tail of
the upper peak.

Consider the problem of developing a selection strategy for a more
complex distribution of wi . Also, does the answer change for sexual
reproduction? ❚

6.4.4 Complexity increase
The increase of complexity of organisms is tied to the increasing length of the ge-
nomic representation. For now we can consider this as an intuitive relationship which
will be clarified somewhat during the discussion.A more careful formulation of the
relationship of genome length and complexity is deferred to Chapter 8.

A simple model of the process of genome extension can be constructed out of the
genome-space model consisting of strings of characters where point mutations, in-
sertions and deletions are allowed. There is a difficulty with this model that will be-
come apparent in a moment. Consider first a model where the fitness is the same for
all possible genomes. We are interested in the time dependence of genome length l(s)
of the population when we start from a population of organisms with a short genome,

    

′ w 0 ,s
s

∑
w0,s

s
∑ = e (S( ′ w 0 )−S(w0 )) /k = e −(kT / 2N w

2
)( ′ w 0−w0 )

2

= e − 2
N w

2
/ kT

    ′ w 0 = w0 + N w 2 /kT
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which we might for simplicity take to be length zero. As a result of mutation,the pop-
ulation will spread out in genomic space. It will radiate outward from short genomes
to longer ones. Without any fitness bias,there is equal probability of reaching any of
the genomes of a particular length. We can treat the genome probability as a function
of the length P(l(s)). Over time the characteristic length of the genome increases.
However, it does not behave like a usual random walk in one dimension.One reason
for this is that the genome lengths must be nonnegative, so steps to negative lengths
are rejected. More significantly, since we have an expanding number of possibilities
for longer-length genomes (Fig. 6.4.4),each step of an organism in length has a larger
probability of increasing than decreasing its length. The number of ways to increase
the genome is q(l + 1) (if we assume there are l + 1 places to insert q possible bases)
and only l possible deletions to decrease it.This leads to a bias toward longer sequences.

The bias corresponds to an entropy (and free energy) difference between strings
of length l and l + 1. The number of possible organisms of length l is ql. The effective
entropy of strings of length l is S(l)/k = l ln(q). The free energy difference between
strings of length l and l + 1 is −kT ln(q). Thus, without any underlying fitness bias,the
increasing number of possibilities (phase space) for longer genomes creates a bias in
the diffusion. The bias would result in an average genome length that grows linearly
with time. Does this mean that it is easy to create more complex organisms? The in-
creasing number of organisms that are more complex appears to cause a bias in favor
of their creation. There is a basic problem with this argument, however, because we
have ignored the entropy loss associated with adding a base to the genome from the
fluid that surrounds it. Under normal circumstances we would assume that bases in
free solution have a higher entropy than bases in a long chain. Adding a nucleotide to
the end of a chain decreases the overall physical entropy even though it increases the
entropy in the genomic space. This would cause a counterbias against the creation of
longer genomes. A more complete analysis would include the energy and entropy in
the free energy difference for adding the base to the chain. An even more complete
analysis would also include the nonequilibrium conditions of chemical energy sources
in the cell that drive such processes as DNA replication. The main lesson to be learned
is that a simulation of the genomic space cannot ignore the physical free energy, be-
cause this neglect can give rise to an unphysical bias to the formation of longer chains.

We still have to address the question of the bias from a different point of view. Is
it sufficient to argue that for a particular set of conditions the genome may be driven
to longer lengths to explain evolution? Should we argue that the conditions in the cell
may be such as to form longer genomes,and that this is responsible for the increasing
complexity of organisms? To answer this question we must consider again,and more
carefully, the complexity of organisms. If there is a bias to the addition of more bases,
does this really create more complex organisms? No. It is only when the longer DNA
is used for some purpose that the organism is more complex.

The problem is that if all possible genomes are created, then the description of
the population is simple. It is the selection of organisms by some criteria that makes
them complex (Question 6.4.2). This arrives at the crux of the evolution of complex-
ity. It is the selection of an organism from a large number of possibilities that makes
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it complex. In the theory of evolution, the selection criterion is fitness. The assump-
tion is that longer genomes are systematically able to represent fitter organisms. Since
there are many more possible organisms of longer genome length,this enables selec-
tion of more specific traits that correspond to higher fitness. It is presumed that the
highest fitness of a particular length genome

(6.4.14)
    
K (l) = max

l(s)=l
K (s)
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Figure 6.4.4 Illustration of
the expanding space of
genome possibilities that
starts from a single base on
the left. Lengthening the
genome by a single base moves
one step to the right and mul-
tiplies the number of possibil-
ities by four. The space is only
schematically indicated after
three bases. Many different
steps are possible between
genome lengths if we allow
deletion or insertion of bases.
If we only consider the space
available, starting from an or-
ganism of a particular length
genome, and without any se-
lection, the genome will
lengthen by diffusion because
of the much larger number of
longer genomes. This, how-
ever, does not take into ac-
count the actual free energy
for adding a base. ❚
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is a monotonically increasing function of the genome length.
We can see the adva n t a ge of l en g t h ening the gen ome if we look at our ph e-

n om e / gen ome rel a ti onship in Eq . ( 6 . 3 . 1 ) . This rel a ti onship de s c ri bes a ph en om i c
trait in terms of the ava i l a ble gen omic para m eters . As long as the optimal trait ex i s t s
within this repre s en t a ti on ,t h ere is no probl em . However, i f it does not, the ad d i ti on
of ex tra para m eters in the form of po s s i ble gen ome coord i n a tes increases the po s s i-
ble opti ons for a particular trait or for com bi n a ti ons of tra i t s . This increase in the
phase space of po s s i bi l i ties is ex act ly the motiva ti on for increase in gen ome and or-
ganism com p l ex i ty.

Our discussion of selection and organism complexity is also relevant to the neu-
tralist/selectionist controversy. If neutral mutations dominate the space of possible
organisms, then we are left with the circumstance of a large number of possible or-
ganisms with selection not playing a significant role in evolution. This is unsatisfac-
tory as an explanation of the evolution of complex organisms that, without selection,
have no mechanism by which to arise. Thus, even if neutral mutations account for
many of those that are possible,it is the mutations that do affect fitness that account
for the part of evolutionary changes that we are most interested in.

Question 6.4.2 We noted that selection is what causes an organism to be
complex. What is wrong with the following statement:“If you create all

organisms of length 1010 base pairs, you will also create human beings, and
therefore you will have created complex organisms”?

Solution 6.4.2 A part of the problem with this statement is the number of
organisms that would have to be created, which is 41010

. However, this is not
yet a complete answer. Another problem with the argument is that in order
to see that you have also created human beings, you must have some way of
pointing them out among the large (huge) number of other organisms. It is
pointing them out which is equivalent to selection. Otherwise we can only
see a typical organism out of this set, which would not be a complex organ-
ism. ❚

Question 6.4.3 (for further thought) If there are a larger variety of
complex organisms, then why are there fewer distinct types of complex

organisms than simple organisms currently on earth?

6.4.5 Interactions
In this secti on we con s i der interacti ons bet ween or ga n i s m s — reprodu cti on , con-
su m pti on , pred a ti on , s ym bi o s i s , p a ra s i ti s m — wh i ch affect fitn e s s . To understand the
ef fects of i n teracti ons in the ra n dom-walk model we treat fitness as a property of t h e
en ti re pop u l a ti on of or ganisms ra t h er than of a particular or ga n i s m . We wri te the fit-
ness as K( {N(s) } ) , wh ere N(s) is the nu m ber of or ganisms of gen ome s. Using this fit-
ness of the whole pop u l a ti on , we can sti ll treat evo luti on as an opti m i z a ti on of f i t-
n e s s . We can also define the fitness of a particular or ganism as the differen ce in the
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f i tness of the total co ll ecti on of or ganisms minus the fitness wh en the or ganism is not
pre s en t :

K(s) = K({N(s ′) + s ′, s}) − K({N(s ′)}) (6.4.15)

We can see that our original fitness landscape already included interactions. However,
they were included only in a time-independent average (mean field) way. To get back
to our original picture, we would write the mean field landscape of a single organism
in terms of the fitness of the population as

K(s) = K({N0(s′) + s′, s}) − K({N0(s′)}) (6.4.16)

for a reference population {N0(s)}. This assumes that variations that occur in the pop-
ulations of organisms do not significantly affect the fitness of a particular organism.
This tends to be valid when the population of organisms is large and unchanging. For
smaller populations that change on the time scale relevant to the evolutionary dy-
namics (this would seem to be a tautology), we must include the interactions explic-
itly. This means that the existence of a particular organism affects the fitness of other
organisms. From Eq.(6.4.15),the fitness landscape changes with time along with the
changes in populations.

It is important to recognize, however, that as soon as we assume a fitness which
is only a function of the population, K({N(s)}), we also have a symmetry of interac-
tion. When an organism at s ′ lowers (raises) the fitness of an organism at s′′, then an
organism at s ′′ lowers (raises) the fitness of an organism at s ′. This symmetry is shown
in Question 6.4.4.If we want to model asymmetric interactions,then we must use en-
tirely different models discussed in Section 6.5.Within the Monte Carlo random-walk
model there are thus only two types of interactions, interactions between organisms
that raise their fitness and interactions that decrease their fitness.

Question 6.4.4 Prove that “When an organism at s ′ lowers (raises) the
fitness of an organism at s ′′, then an organism at s ′′ lowers (raises) the

fitness of an organism at s ′.” This assertion is true whenever we have a model
that assigns a unique fitness to the collection of organisms K({N(s)}), where
N(s) is the number of organisms with genome s.

Solution 6.4.4 The only difficulty is translating the English into an equa-
tion. The statement is an answer to the question, How does adding an or-
ganism to s ′ affect the fitness of an organism at s ′′? Start from a set of or-
ganisms {N(s)}. The change in fitness due to adding an organism at s ′′ before
adding an organism at s ′ is:

K({N(s) + s, s′′}) − K({N(s)}) (6.4.17)

After adding an organism at s ′ it is:

K({N(s) + s, s′ + s, s′′}) − K({N(s) + s, s ′}) (6.4.18)

The difference between these two is:
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(K( {N(s) + s, s′ + s, s′ ′}) − K( {N(s) + s, s′} )) − (K( {N(s) + s, s′ ′}) − K( {N(s) } ))
= K( {N(s) + s, s′ + s, s′ ′}) + K( {N(s)}) − K( {N(s) + s, s′}) − K( {N(s) + s, s′ ′} )

(6.4.19)

which is symmetric in s′ and s′′, so the assertion is proven. ❚

A convenient way to think about the interactions is that adding an organism at
one place in the phase space (genome or phenome) changes the landscape for other
organisms by raising or lowering their fitness. A uniform raising or lowering of the
landscape does not affect anything; only the differential effect on the fitness matters.
The simplest interactions are those that raise the fitness of all nearby organisms, or
those that lower the fitness of all nearby organisms. The effect is assumed to decrease
with distance. When the fitness of organisms is raised (the energy is lowered), a de-
pression (energy well) is created around the organism that causes other organisms to
be drawn toward it—an attraction between organisms. If the fitness is lowered,other
organisms tend to move away—a repulsion between organisms.

When there is an attraction,the energy well may cause a self-consistent trapping,
effectively binding the organisms in a group. This trapping causes the organisms to
move together on the landscape rather than as individual organisms. This is the effect
we need in order to account for the confinement of populations discussed in
Section 6.4.3.

For evolution down an incline, Fig. 6.4.2, the spreading of the organisms would
be limited. For more than one dimension,the mutual attraction automatically creates
a channel. Then the co-moving organisms would appear to be analogous to our un-
derstanding of evolutionary change in Fig. 6.2.2. There still is a difficulty with this pic-
ture because the local interactions become less relevant as the dimension of space in-
creases. In particular, in four or more dimensions, short-range interactions are
irrelevant. Intuitively, this is because in a large dimensional space there are too few en-
counters between organisms for their interactions to matter. Alternatively, the reason
is that the mean field theory becomes exact in four or more dimensions. Thus in the
apparent high number of dimensions of the phenomic or genomic space, the attrac-
tions should be irrelevant. There are two possible flaws in this argument. The first is
that the number of relevant dimensions in distinguishing between organisms may not
be as large as the number of apparent dimensions. The second is that the way we are
modeling interactions is inadequate. The latter would again force us into a different
class of models.

Even if attractions help with confinement,they do not as readily help with trait
divergence (Fig. 6.2.3). The picture of a ridge, Fig. 6.4.3, would be difficult to justify
except as a low-probability occurrence.On a smooth landscape,the likelihood that a
self-attracting population is precisely at a location where a ridge occurs (as opposed
to on one side or the other) is small. Speciation would be more readily understood as
a process where a self-attracting population splits by chance into two populations by
random processes. The most likely scenario is when a small population separates it-
self from the whole. This is just the escape of one (or a few) organisms from the en-
ergy well created by the large population. If several individual organisms escape,they
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may encounter each other and aggregate to form a co-moving g roup. Once again,
however, this scenario requires a delicate balance between the tendencies of organisms
to disaggregate and aggregate, which cannot be expected to apply generically.

Before leaving the topic of attraction, we consider, for future reference, the rate
of change of a self-attracting population in two cases. When the collection of organ-
isms moves together, random motion on a flat landscape is slower than the motion of
an individual organism. In Chapter 5 the same problem was discussed for a polymer.
The diffusion constant was shown to decrease with the number of monomers as
D ∼ 1/N and the distance traveled as ∆rcm ∝ N −1/2. On an incline,the speed of travel
of the self-attracting population would be the same as for a single organism, because
on average each organism of the group feels the effect of the bias.

Thus far we have discussed attraction. An organism that repels other organisms
would move on the landscape in isolation. If, because of a valley, the organisms accu-
mulate,they would tend to escape more readily and rapidly from it than without the
repulsion.

Thus far we have discussed the effects of either attraction or repulsion separately.
In order to understand how attraction and repulsion affect evolutionary behavior, we
must recognize that the attraction and repulsion are properties of each place in the
space,not of the walkers themselves. The primary effect of the interactions is to cause
organisms to bunch in regions of space where they are attracting each other. Regions
where they repel would tend to be empty—all other things being equal. Since the
properties of attraction and repulsion vary from place to place in the space,an evolv-
ing population may encounter both aggregation and dispersal. We might consider
creating a model using this variation to account for trait divergence and other prop-
erties of evolution. It is important, however, to recognize that this kind of model is a
significant departure from the model that tries to explain evolution from a single fit-
ness function of individual organisms.

Finally, we discuss long-range interactions. Long-range interactions between or-
ganisms can cause circumstances where the fitness valley in which one type of organ-
ism exists depends on the existence of another organism at some other location in the
space. This is most simply illustrated by the dependence of animals on plants in gen-
eral, or by specific relationships between predator and prey. Note that these relation-
ships are largely untreated in this model of an energy landscape (for example,they are
not symmetric). However, in general we can recognize that relationships of mutual
dependence exist. Changes that occur in one organism thus result in changes in the
fitness landscape of other organisms and thus changes in the other organisms as well.
This leads us to a recent innovation in evolutionary theory—the concept of
avalanches in evolutionary change. Over time, a system of dependencies is developed
which can be disrupted when one organism undergoes a change in population that is
sufficiently severe, whether due to evolutionary change or external influence, such as
environmental change. The change causes a cascade of changes in other organisms.
Depending on the nature of the mutual dependencies, the cascade of changes can be
large or small. The modeling of such phenomena is outside of the fitness landscape
model because it is dependent on interactions that are only being added as secondary
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effects to the fitness landscape. A model that has been used to think about such
processes is a sandpile model. In this model, grains of sand fall at random onto a sur-
face. They cause piles to grow which are formed out of grains supporting themselves
on other grains. The addition of a single grain can destabilize a pile and cause an
avalanche that can move many grains of sand. The sandpile model has a power-law
distribution of avalanche sizes. This model has been used as an analog of what may
happen in mutually interacting networks of organisms.

There is now substantial evidence that evolutionary change has undergone peri-
ods of rapid change in many organisms (e.g.,the Precambrian explosion) after long
periods of slow change. Known as the model of punctuated equilibria,it may be pos-
sible to describe this by a model of avalanches. The idea of a mutually consistent net-
work of dependencies is also a model for the sudden extinction of large dinosaurs af-
ter their extended existence. The fitness of individual organisms was high due to
mutual interactions. However, when a sufficient disturbance occurred (possibly due
to impact of a comet) then the self-consistent network of dependencies was disrupted.
Once this occurred,other organisms that were less fit under the original circumstance
(not just for climactic reasons) were able to increase and dominate the population of
organisms.

We will return to consider interactions between organisms in Section 6.5 in the
context of a different class of models. We will also discuss the impact of interactions
such as altruism and aggression and the formation of collective behaviors in
Section 6.6.

6.4.6 Evolution—global landscape dynamics
There are conceptual problems in understanding a global fitness landscape that in-
cludes microorganisms and man.After several billion years of evolution, we might ex-
pect that the relative populations of microorganisms, insects and man would reflect
evolutionary progress and fitness.On one hand,the fossil record suggests that evolu-
tion proceeded from microorganisms through insects to mammals. On the other
hand, the numbers appear to have remained in favor of the smaller and simpler or-
ganisms that arose earlier in evolution.

If the fitness is directly related to the number of organisms according to
Eq.(6.4.3) where P(s) = K(s), then fitness would strongly favor microbes over insects
and insects over human beings. There is, however, an alternative definition that is
equally valid. We could set the fitness to be the mass times the organism population,
P(s)M(s) = K(s). K(s) would still be the limiting distribution of the ensemble which
represents mass rather than organisms.A Monte Carlo walker would represent a unit
of organism mass. This definition g ives a much higher relative fitness for large or-
ganisms. We do not want to argue which definition is correct, but to understand why
there is an ambiguity. The key point is that the use of an ensemble is predicated on the
existence of a conserved total number of elements in the ensemble.The total number
of organisms is not conserved. Neither is the total mass of the organisms,though this
might seem to be a better approximation. Since such quantities are not conserved, we
do not have a well-defined ensemble. This is only one of the problems that give rise to
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a difficulty in defining the relative fitness of widely different organisms. With this in
mind, we discuss three scenarios for the global behavior of evolution on the fitness
landscape. The first is evolution downhill,the second is evolution uphill,and the third
is an alternative that relies upon a changing landscape.

One traditional view of evolution is most easily considered as starting from the
pinnacle (or somewhere on the side) of a long hill (Fig. 6.4.5). The motion of the
population consists of a descent downward. Grooves in the hill and self-attraction are
essential to account for trait divergence causing a separation into droplets. Unlike
flowing water on a hill that typically converges upon a single channel, the flow is an
outward branching that results in a treelike structure of different subpopulations
with distinct traits. The branching is an assumption about the dynamics; it is more
reasonable for a large-dimensional landscape than the usual two-dimensional one.Of
course, we must also explain why there isn’t a complete dispersal into very few organ-
isms per subpopulation. Starting from this picture, however, another key question
would be, Why do there persist primitive organisms such as single-celled organisms
or insects that were formed earlier and thus higher on the hill? One possible answer
is that these organisms continued to evolve and increased their fitness without dra-
matically changing form. The problem with this picture is that improving fitness
would seem to require manifest changes in phenome that are not evident. A second
possible answer is that nonconservation of organisms enables the microorganisms to
continue to regenerate even though they are high on the hill. However, the ability to
regenerate populations alters radically the assumptions of selection according to the
fitness landscape. Any such new model requires its own analysis. Thus, while the pic-
ture of evolution downhill is consistent with the view that fitness propels forward the
process o f evolution, it is difficult to reconcile this with the population ratios that
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Figure 6.4.5 A first
model of the global fit-
ness landscape consid-
ers all of evolution to
occur on a single long
fitness slope upon
which the evolution of
organisms consists of
progress to increasing
fitness, like the flow of
water downhill in en-
ergy, but with the
added assumption of
outward branching. ❚
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continue to retain most of life as microorganisms, virtually independent of the exis-
tence of the higher forms of life.

An alternative view would adopt the existing population ratios as a model for the
probability function P(s) and use this probability function to define fitness
(Fig. 6.4.6). In this model evolution started with microorganisms that are low-energy,
high-fitness organisms. What is the driving force for the existence of higher forms of
life? The answer is that random mutations provide a possibility of moving upward.
The landscape of mountains and valleys is then responsible for the observed pattern
of organism traits and species. The smaller numbers of complex organisms that oc-
curred later in evolution reflect their lower fitness. A low fitness does not preclude
their existence, because there are only a few of them compared to the high-fitness mi-
croorganisms. The fossil record is explained by the motion of populations upward to
overcome an obstacle,and downward into the subsequent valley. Thus far the model
seems to account for observations, but this quickly breaks down with further thought.
Extinctions are a problem. They might be explained by temporary occupation of lo-
cal minima that are higher in energy than minima currently occupied. However, ex-
tinctions would not be permanent,since such valleys are likely to be repopulated later.
A more serious problem is that organisms would be expected to regularly evolve from
valley to valley, both forward and backward in evolutionary order. This conclusion
follows, because once a time scale of moving from one valley to another is reached,
migration between them continues to occur. It is possible that existing experiments
missed such processes, but it would require a dramatic revision of prevailing thought.
Another controversial conclusion that follows from this model is that organism pop-
ulations are close to equilibrium. Even though randomness through mutation plays
the essential role of causing evolutionary change, because populations are close to
equilibrium, they must be independent of history. However, the main problem with
this model is that it does not agree with the overall size of the phase space of organ-
isms. If we are close to equilibrium, then essentially all possible organisms would be
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Figure 6.4.6 A second model of the global fitness landscape assumes that organisms are
found today in rough proportion to their fitness, and therefore that the fitness landscape con-
sists of energy valleys that are lowest for microorganisms, higher for insects and higher still
for mammals. ❚
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represented in existing organisms.Since the genomic space is so large,we would have
to assume that almost none of the genomic space is viable,but that organisms evolved
anyway. This is not reasonable.

There is a third alternative for the fitness landscape that is consistent with the ex-
istence of a diversity of organism types at different stages of evolutionary progress but
maintains the evolutionary pressure of fitness. This approach emphasizes that the
long-range structure of the landscape must include the long-range interactions be-
tween organism types discussed in the previous section. For simplicity we can set the
inherent fitness to be the same everywhere. The existence of a long-range interaction
implies that a particular organism type promotes the existence of another organism
type that may be far away on the landscape. For example,the fitness of a sheep would
not be high without plants.A picture that takes advantage of this property of the land-
scape considers evolution as a process of surfing on self-consistent expanding waves
where the large populations of simpler organisms are responsible for the fitness waves
on which higher organisms evolve (Fig. 6.4.7). This picture is consistent with a local
evolutionary pressure of fitness,and the persistence of primitive organisms.A specific
mathematical model that is related to this picture will be introduced at the end of
Chapter 7, because it is in the class of models of pattern formation in developmental
biology. In Section 6.5.4 we also address related issues.

6.4.7 Randomness and determinism
Many of the questions often articulated about evolution, such as

• How does the formation of life depend on the conditions?
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Figure 6.4.7 A third model  of the global fitness landscape is a dynamic landscape that con-
sists of expanding waves upon which organisms always evolve toward decreasing energy, like
surfers on ocean waves. ❚
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• What is the likelihood of the formation of life and how likely is life to be found
elsewhere?

• How sensitive is the present form of life to chance, and how determined is it?

• Is the form of life on earth unique or are there viable alternatives?

have to do with randomness and determinism.One of the difficulties,however, is un-
derstanding what we mean by these terms. The statement that existing forms of life
were determined “by chance events” and therefore were not predetermined is not a
sufficiently clear statement since there are multiple issues that must be resolved.First,
it must be recalled (Section 1.1) that chaotic behavior is deterministic. The reason for
chaotic behavior is that the system is sensitive to initial conditions—small differences
become amplified over time. Second, a stochastic system (Section 1.2) is a system
where external influences affect the system behavior and are presumed random.
Finally, in the study of thermodynamic systems (Section 1.3) randomness played a
crucial role in the dynamics, but the equilibrium state of a system is completely and
uniquely determined and is stable and insensitive to initial conditions.

Our objective here is to clarify rather than answer the fundamental questions. We
separate the discussion into two issues. The first issue is whether life that exists on
earth is representative of what would arise from any evolutionary process under a
wide range of initial and intermediate conditions. If it is representative,then life is es-
sentially determined in the same sense that equilibrium states are determined.On the
other hand,if life is not a typical outcome of evolutionary processes,then the second
issue is to determine which influences were important in determining the existing
form of life. Are these the effect of microscopic thermal vibrations or macroscopic in-
fluences? Do the macroscopic or microscopic effects trace themselves to the initial
conditions or to persistent external influences such as solar radiation?

We have noted several times that stochastic iterative dynamics of an ensemble
should lead to equilibrium. The equilibrium state is not affected by the specific and
possibly random path it took to get there. Thus, the existence of randomness in the
dynamics does not necessarily mean that the outcome is not determined.
Thermodynamics uses an ensemble in the same way that we are thinking about the
collection of organisms on earth. There is,however, a basic assumption in thermody-
namics which need not be true about the collection of organisms. An ensemble is an
arbitrarily large collection of systems. The sense in which it must be arbitrarily large
is that the number of systems is larger than the number of system states. Even if this
is not satisfied, at least a significant fraction of distinct high-likelihood possibilities
must be represented. The reason that an ensemble is not affected by randomness is
that whenever one of the systems takes a step, another takes a step in the opposite
direction.

Let us consider the organisms on earth as a limited set of examples of possible or-
ganisms. We know that the genomic space is very large and therefore we could easily
argue that even with all of the organisms on earth,there is unlikely to be a represen-
tative sampling of genomic space. However, we may not care about sampling the
genome space, but rather the phenome space. It is harder to tell if we have represen-
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tatives of all viable phenomes. To take this discussion further, we should include the
interactions between organisms. A self-attracting population that forms a species
which moves together on the fitness landscape becomes correlated, and therefore a
single system rather than a collection of systems. This both reduces the number of in-
dependent samples present on earth and increases the time scale over which random
changes occur. More generally we know that any interaction that causes interdepen-
dence of organisms reduces the effective number of independent systems present on
earth. However, we may still focus on the set of organisms and try to determine ifthey
are representative.

Can we arrive at any conclusions from the general phenomenology of life? On
one hand the existence of a wide varie ty of organisms suggests that many are possi-
ble; on the other hand this wide variety might be sampling all possibilities. The per-
sistence of certain organisms since early in evolution suggests that the correlation
time for organisms is very long, and therefore that independent samples of all possi-
bilities may not have been realized.On the other hand,their persistence suggests that
there may not be many other alternatives. A better source of evidence is the artificial
breeding of organisms. By demonstrating the existence of many varieties of organ-
isms that differ from those found in nature, we can conclude that the naturally oc-
curring organisms are not representative of the possibilities. The large dinosaurs also
provide an important piece of evidence through their persistence and complete dis-
appearance. The more different they are from current living organisms and the longer
their persistence on earth,the better is the argument that there are many possible liv-
ing organisms and the present samples of life on earth are only a few nonrepresenta-
tive examples.

Our discussion indicates that the ratio between the number of organisms to the
space of possible organisms is important in determining whether the existing popu-
lation is representative. This suggests that microorganisms might be effectively in
equilibrium even if multicellular organisms are not. Thus we might not want to ask
whether equilibrium applies, but rather at what level of organism complexity it ap-
plies. If it turns out that the simplest prokaryotes are not fully represented, then we
may conclude that this is also true about more complex organisms (Question 6.4.5).

Let us now assume, reasonably, that the existing organisms on earth are not rep-
resentative of all possible living organisms.Then it becomes relevant to discuss the na-
ture of the pathways of evolution, and the role of initial conditions or external per-
turbations. Either becomes important when there are multiple options at a particular
moment for incremental evolutionary changes, of which only one can be chosen. The
question becomes how the path is chosen, and our interpretation of randomness or
determinism in this context. Of course it is not enough that different pathways exist;
they must also not converge at later times. The evolutionary path taken by an organ-
ism, or a collection of self-attracting organisms,must be distinct at all later times from
other possible paths in order for the choice to be important. The expanding phase
space for ever more complex organisms is the best argument in favor of a lack of con-
verging pathways.A model (or phenomenology) that shows that over time organisms
are always exploring new regions of space would be relevant.
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The main point to understand in this discussion is the relevance of selection. The
whole idea of selection is that there are multiple possibilities of which only a few are
selected. This is also the nature of what we mean by a complex organism—that it is
differentiated from other possible organisms by many details that must be selected.
Thus we must further ask whether the pathway taken in evolution is selected by fit-
ness or whether other effects are significant. If fitness is the primary selective force,
then we are attributing the selection to macroscopic environmental effects external to
an organism and not to microscopic or macroscopic randomness. Another possibil-
ity is that, of the possible mutations that might occur, only a small subset do occur. In
this case selection due to fitness can only apply to the possibilities that occurred, and
microscopic randomness is relevant. Moreover, if the survival of a particular organ-
ism is not determined by fitness but only statistical ly related to fitness through ran-
dom occurrences, then macroscopic randomness plays a role. Here again we must be
careful to recognize that if fitness selection eventually forces the organisms to reach a
particular place in genome space,then all prior divergences in paths due to random-
ness are irrelevant.

Question 6.4.5 Discuss evidence that microorganisms involved in dis-
eases are not in equilibrium.

Solution 6.4.5 Equilibrium implies that all possible microorganisms exist.
If this were true,the eradication of disease (by natural or artificial methods)
and the appearance of new diseases would both be impossible. Since both
appear to be possible,it seems reasonable to assume that microorganisms are
far from equilibrium. ❚

6.4.8 Space and time
Thus far our fitness landscape has been discussed as a function of genome or phe-
nome. We must also include the dimensions of space in our considerations.
Assuming a well-defined fitness landscape as a function of the phenome or genome
also assumes that spatial variation in the landscape is smooth or that its effect can be
averaged over. Rapid spatial variations are likely to have a significant impact on the
model properties. However, even relatively smooth variations in space and time have
important effects. The main effect of a spatial dimension is the existence of popula-
tions of organisms that exist simultaneously in time and can evolve in part indepen-
dently. This would be a valid statement even if the fitness landscape is the same in
different locations. However, the situation is more interesting because the fitness
landscape is different in different locations. Including ocean and land environments,
different climates as well as the existence of distinct combinations of organisms
causes the fitness landscape to vary greatly on earth. All organisms survive only in a
limited range of conditions, and have restricted spatial regions in which they are
found on earth. The dynamics of the entire system become more interesting when
we consider coupling the different environments through migrations. Migrations
enable organisms evolving in one location to encounter alternate environments. An
important realization is that this gives rise to an additional type of selection—selec-

572 L i f e  I

# 29412 Cust: AddisonWesley Au: Bar-Yam Pg. No. 572
Title: Dynamics Complex Systems Short / Normal / Long

06adBARYAM_29412  3/10/02 10:44 AM  Page 572



tion by the organism of its environment. Thus, organisms are not necessarily subject
to a unique fitness criteria. By migrating they may be able to select an environment
to which they are well suited.

Time-dependent variations in the fitness can also cause a variety of effects. An ex-
ample is the mass extinction attributed to a comet that changed climactic conditions
on earth and led to the demise of large dinosaurs.A more current example might be
a forest fire. In either case it is easy to understand how such events might be disastrous
for evolution if they happen too often or too severely. However, the comet may have
been responsible for a large step forward in evolution by enabling other animals
(mammals) to emerge. As discussed earlier, the disruption of an existing network of
organisms may enable other organisms to arise and cause rapid evolutionary changes.
The smaller example of a local forest fire is now understood to provide opportunities
for the survival of organisms that would not have a chance in well-developed forests.
One way to think about this is through the fitness landscape, where valleys are formed
by interactions that cause self-trapping of the population. When the existing organ-
isms are reduced in number, these valleys may also not be as deep. This enables more
rapid movement of organisms on the landscape.

When large variations in the fitness landscape occur frequently, there are other
effects that may occur, including the development of organisms that are better suited
to these variations either through self-imposed genetic diversity (requiring collective
behaviors discussed in Section 6.5) or adaptability.

Question 6.4.6 Why can’t we just think about the dimensions of space
as additional dimensions for the fitness landscape?

Solution 6.4.6 The nature of steps in the spatial dimension is radically dif-
ferent from the nature of steps in the genome dimension. Nevertheless,
within the context of the model of Monte Carlo steps on a fitness landscape,
we can consider the different types of steps in the same way. The only place
we run into trouble is when the steps in space are directed rather than ran-
dom. Specifically, when an organism can identify which direction it should
move in, then there is a violation of the assumptions of the model. ❚

Question 6.4.7 Discuss the relevance of spatial dimension to the prob-
lem of walkers exploring the space of possible organisms.

Solution 6.4.7 The fitness landscape may involve obstacles that consist of
regions that are not viable under particular environmental circumstances.
Thus we can expect that the connectivity of the phenomic or genomic space
is very poor if we consider only one particular environment. The existence
of a spatial dimension with different environments enables organisms to
move around obstacles in the genomic space because there are more possi-
ble ways to have organisms in a variety of environments. For example, it is
not clear that whales could develop from fish directly. However, according to
the current view, by a process of moving from water to land and back to wa-
ter it became possible for whales to appear. ❚
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Question 6.4.8 Discuss, from the point of view of a fitness landscape,
the process of organisms crossing a mountain range to an isolated valley.

Solution 6.4.8 This scenario contains a number of important elements.
First it is assumed that a population of organisms evolved in one region of
the land but was not found across a particular mountain range. The moun-
tain range is a barrier in both physical and fitness space because it is assumed
that the organisms do not live easily on the mountain. By crossing the moun-
tain, a group of organisms becomes independent of the original set of or-
ganisms of which it was a part. They participate in the evolutionary process
in the isolated valley. The distinct evolutionary pressures or random influ-
ences that affect this small population also change its position in genomic
space. Some time later the organisms may recross the barrier, but the two
populations that evolved separately are now at different positions in genome
space. This is significant, because we expect that an attractive interaction be-
tween organisms of similar type prevents the separate evolution of subpop-
ulations. Thus, physical separation is an additional mechanism for the for-
mation of distinct organism types. ❚

6.4.9 Adaptive organisms
An adaptive organism responds to its environment in a manner that adjusts behavior
to improve fitness.We could more generally state that an adaptive organism has a phe-
nome that depends on its environment. However, this does not affect the fundamen-
tal relationships of genome or phenome and fitness. Specifically, given a genome of
an adaptive organism, the fitness is still as well defined a quantity as it is without the
adaptation. However, by making additional assumptions, we can try to understand
the effect of adaptation.

One perspective is that there is no special ability that adaptation provides over
nonadaptive organisms. However, an adaptive organism can approximate the behav-
ior of more than one nonadaptive organism. It cannot do so exactly, because adapta-
tion carries its own cost. However, it can do so well enough to reach close to their fit-
ness. This is an advantage when the fitness landscape is spatially or temporally
varying, because the adaptive organism can survive in varied conditions. We might
write that:

(6.4.20)

where s represents an adaptive organisms and s ′ varies over a set of nonadaptive or-
ganisms. We have written the fitness as a function of the environment e explicitly.
represents the inherent cost to fitness of adaptation, because the optimal behavior is
not automatically realized for a particular environment.

A consequence of this view is that the fitness landscape due to changes in genome
(that do not affect the adaptive ability) for adaptive organisms tends to be flatter than
for nonadaptive organisms. As the genome of an adaptive organism changes, if the
domain of s ′ in Eq. (6.4.20) does not change,then neither will its fitness. Even if the

    
K (s,e) = min

′ s 
K ( ′ s ,e) +
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domain of s ′ in Eq.(6.4.20) changes, the variation in the fitness will be more gradual
than for a nonadaptive organism. The organism,in effect, reduces barriers to evolu-
tion by using adaptation to move around them. This picture, however, also implies
that the ultimate benefit of adaptation becomes small for a relatively static fitness
landscape,since it is advantageous for adaptation to disappear in favor of the geneti-
cally determined optimal behavior pattern.

A different perspective suggests that it may be possible that adaptation can enable
certain phenomes to exist that cannot be described directly by the genome-to-
phenome developmental relationship. Thus, for example, certain behavioral patterns
may not be possible to specify genetically and can only arise through adaptation. In
this case, adaptation becomes an extension of the physiological developmental
process in creating the resulting phenome.

6.4.10 Limitations of the fitness landscape
We have discussed many limitations of the fitness landscape in previous sections and
have introduced some ways to work around them. Here, however, we recall the most
basic ways in which the fitness-landscape model breaks down, to motivate a different
approach taken in the following section. Ultimately, the main problem in the fitness-
landscape model is the use of a conserved population that forces a particular treat-
ment of reproduction and death. Let us think what this means in terms of the model
behavior. When an organism reproduces or dies,it causes a change in the local popu-
lation of organisms at a particular genome or phenome. The random-walk mo del
treats this by assuming that reproduction of a single offspring and death,either of the
offspring or the parent, are directly linked. If we do not do this, but still require the
conservation of population,then the birth of one organism is tied to the death of an-
other organism. However, the death and birth may be at very different locations in the
genomic space. Thus we are forced to consider various nonlocal moves. Including
nonlocal moves is not,however, sufficient, because a Monte Carlo move is possible or
impossible independent of the population itself. The birth of one organism and the
death of another forces a particular nonlocal move that would not be possible with-
out the existence of the parent organism. Specifically, we can imagine an organism
that gives birth to many offspring as a process of ingathering of organisms from var-
ious other regions of space. This type of nonlocal move is not readily treated in Monte
Carlo and another approach is necessary.

One illustration of how reproduction can affect the behavior of evolution on a
fitness landscape is a hybrid picture in which we think about organisms evolving on
a landscape but with reproduction and a nonconserved population. By processes of
mutation,an organism might overcome a fitness barrier and end up in a fitness well.
There is no need for other organisms to follow over the barrier, since the organism
can reproduce,increasing the population in the well that is reached. Even if we include
sexual reproduction,there is only need for a reproducing population to cross the bar-
rier. The decoupling of the population in one well from the population in another well
is a problem for the model we have been discussing. To enable us to think about this
picture, we must develop different tools. We might note, however, that this image
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suggests additional problems for a single global fitness function tied to the indepen-
dence of growth and death of different populations.

Consistent with this discussion, we recognize that the Markov chain, even in its
most general form, does not allow the transition rate from one location in space to
another to depend on the population. This is because the description is limited to that
of an ensemble of independently evolving systems treated statistically. To progress, we
must write a time dependence of the organism population N(s; t),as given by a non-
linear dependence on its population and other populations {N(s;t)}. We therefore
abandon the Markov chain formalism in favor of a more explicit discussion of repro-
duction, death and selection and the interaction of organisms.

Finally, by abandoning the Markov chain formalism we can also eliminate the use
of a target limiting distribution for the dynamics. This inherently prevented us from
considering many possible dynamical behaviors of population evolution. For exam-
ple, fluctuations in populations driven by predator-prey relationships. The lack of
such dynamics is related to the impossibility of including asymmetric interactions be-
tween organisms that increase the fitness of one and decrease the fitness of the other.
It should be noted that this is a limitation that is often assumed in evolutionary the-
ory even without the assumption of a Markov chain or limiting distribution, because
fluctuating populations would be represented by fluctuations in the fitness function
with time.

Our efforts to understand the random-walk model were not in vain. It is a diffi-
cult and valuable accomplishment to demonstrate that an entire class of models is not
adequate, and to understand in what way it is not adequate. Moreover, we have dis-
cussed many important issues and gained insights that will also show us limitations
in the seemingly better models that we will proceed to investigate.

Reproduction and Selection by 
Resources and Predators

The objective of this section is to present and discuss several mathematical models for
the process of incremental evolutionary change in a population of reproducing or-
ganisms. We will see that there are subtleties that arise in such models that may ini-
tially be counterintuitive,and this will lead to a better understanding of evolution. In
these models we often assume two or more types of reproducing organisms and fol-
low their relative populations as a function of time.Our attention will be focused on
understanding what parameters control selection—the survival of one type of organ-
ism at the expense of the other. One common model for evolution relates fitness di-
rectly to reproductive rates.Organisms with more offspring are more likely to survive
and therefore more fit than organisms with fewer offspring. We will see by analyzing
a few more detailed models that this is too simplified and incomplete a picture.

The models we will use directly describe the behavior of a population of organ-
isms N(s; t) in terms of an iterative map:

N(s;t + 1) = fs({N(s; t)}; t) (6.5.1)

6.5
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or in terms of a differential equation:

(6.5.2)

In either iterative map or differential equation forms, the models of the last section
would account for any case where the function fs is linear and population conserving.
We will rapidly depart from this in our efforts to describe reproduction, death, re-
sources and predators.

6.5.1 Reproduction, resources and selection
We start with a simple model for population growth. An organism that reproduces at
a rate of > 1 offspring per individual per generation has a population growth that is
exponential. Using an iterative equation (Section 1.1) this is written as:

N(t) = N(t − 1) (6.5.3)

In the simplest interpretation, this represents synchronous generations with death
following reproduction, but the behavior is more general. We can also write a differ-
ential equation that represents similar growth:

(6.5.4)

where ′ > 0. If we have two organisms whose populations grow exponentially, the
faster growing population will eventually dominate the slower one.However, both or-
ganisms continue to exist.

We obtain a standard model for fitness and selection by taking two equations of
the form Eq.(6.5.3) for two populations N1(t) and N2(t) with 1 and 2 respectively,
and normalize the population at every step so that the total number of organisms re-
mains fixed at N0. We have that

(6.5.5)

Because we did not change the relative dynamics of the two populations,and only the
total p opulation is affected by the normalization, we know that the faster-growing
population will dominate the slower-growing one. If we call i the fitness of the i th
organism we see that according to this model the organism populations grow at a rate
that is determined by the ratio of their fitness to the average fitness of the population.
This model is similar in form, but not behavior, to the two-state system of Section 1.4,
which is a prototype for the model of evolution discussed in Section 6.4.
Question 6.5.1 addresses the similarities and differences of this population model and
the two-state system.

    
N 2(t) = 2N2(t −1)

1N1(t −1) + 2N 2(t −1)
N 0

    
N1(t) = 1N1(t − 1)

1N1(t −1) + 2N2(t − 1)
N0

    

dN(t)

dt
= ′ N(t)

    

dN(s ;t )

dt
= fs({N(s ;t)};t)
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Question 6.5.1 We can choose to write Eq.(6.5.5) in terms of the prob-
ability of having each organism type by writing P1(t) = N1(t)/N0 and

similarly for P2(t). Compare the qualitative behavior of Eq.(6.5.5) with the
behavior of the two-state system that also describes the dynamics of two
probabilities.

Solution 6.5.1 The most dramatic difference between the behaviors of the
two models is that the two-state system, at any particular energy difference
and temperature, equilibrates at a particular ratio of the two different pop-
ulations. In Eq.(6.5.5),unless the fitnesses are exactly equal,the lower fitness
population will eventually disappear no matter what the relative fitnesses
are. The relative fitness only controls the rate of disappearance. ❚

The model for selection in Eq. (6.5.5) is useful in that it provides an alternative
dynamics to the two-state model. However, we would like to develop an understand-
ing of the process by which population size is limited. The model of Eq.(6.5.5) does
not represent population limits directly. Instead it simply normalizes the population
size. In order to have a better model for the interaction between organisms that gives
rise to selection, we should directly limit the number of organisms and then see how
one organism grows at the expense of the other. A standard way to limit the popula-
tion growth is to use a differential equation of the form:

(6.5.6)

This equation appears similar to the quadratic iterative map discussed in Section 1.1,
but this differential equation is not the same (Question 6.5.3) and it has a relatively
simple behavior. Eq. (6.5.6) can be solved analytically or integrated numerically to
obtain the behavior shown in Fig. 6.5.1 (Question 6.5.2). Starting from a small pop-
ulation, the population grows exponentially, then saturates at the value N0. The
qualitative behavior can be understood directly from Eq. (6.5.6) because the factor
(1 − N(t) /N0) reduces the growth rate to zero as N(t) approaches N0.

Question 6.5.2 In this section we use both iterative maps and differen-
tial equation models when convenient. It is simplest to integrate the dif-

ferential equations by converting them to an iterative map, as long as it is well
behaved, by the straightforward method of converting an equation of the
form

(6.5.7)

to

N(t) = N(t − dt) + f(N(t − dt))dt (6.5.8)

and reducing dt until the results are insensitive to it.
Try this for Eq. (6.5.6) and plot the results.

    

dN(t)

dt
= f (N(t))

    

dN(t)

dt
= N(t)(1− N(t)/N0)
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Figure 6.5.1 Solution of the logistic equation (Eq. 6.5.6) with = 2 using an iterative map
to perform the integration. When starting from low values, the population increases and sat-
urates at the value N0. The two curves are for different time increments in the integration (see
Question 6.5.2). ❚

Solution 6.5.2 See Fig. 6.5.1. ❚

Question 6.5.3 Show analytically that Eq. (6.5.6), unlike the quadratic
iterative map, should not have chaotic behavior.

Solution 6.5.3 The iterative map corresponds to the equation:

N(t + 1) = N(t) + N(t)(1 − N(t)/ N0)dt

= (1 + dt)N(t) − ( dt/N0)N(t)2 (6.5.9)

= (1 + dt)N(t)(1 − cN(t))

where

(6.5.10)

Defining s(t) = cN(t) we have the same quadratic map as in Section 1.1:

s(t + 1) = (1 + dt)s(t)(1 − s(t)) (6.5.11)

where the coefficient can be made incrementally greater than one, which is
in the stable regime. ❚

    
c =

dt

N0(1+ dt)
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In order to consider selection between two organisms, we use two equations that
describe the growth of each of the populations with the same form as Eq.(6.5.6) but
with different growth-rate parameters 1 and 2:

(6.5.12)

To couple the equations, we have assumed that the limitation on the number of or-
ganisms applies to both of them together. In solving these equations,our intuitive as-
sumption is that one type of organism will dominate over the other and grow to have
most of the population regardless of the initial starting point. However, when we look
more closely we see that this cannot be true.

    

dN2(t)

dt
= 2N2(t) 1−

N1(t) + N2(t)

N0

 

 
 

 

 
 

    

dN1(t)

dt
= 1N1(t) 1−

N1(t) + N2(t)

N 0

 

 
 

 

 
 
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Figure 6.5.2 A model of competition based on Eq. (6.5.6) where two types of organisms are
limited to have a total population less than N0. The first organism has a reproduction rate 1

= 0.2 and the second 2 = 10 1. The initial conditions are set so that the first organism with
N1 = 0.5N0 dominates the second N2 = 0.02N0. The concept of evolution by selection suggests
that the second organism should grow in number and eventually dominate the first organism.
However, the figure shows that both populations grow so that the first organism continues
to dominate the second. ❚
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We notice first that if at any time the total population N1(t) + N2(t) is N0, then re-
gardless of the mix of organisms, the number of organisms of each type does not
change, because the expression in parenthesis is zero. So we consider instead starting
the organisms with a total population below N0. In this case both populations are mo-
notonically increasing as long as the total population is smaller than N0. This means
that whatever our initial conditions are, the lower growth-rate type of organism will
never have fewer than its starting number. This is illustrated in Fig. 6.5.2, where the
population of the lower growth-rate type of organism starts at 0.5 N0 and the popu-
lation of the higher g rowth-rate type of organism starts at 0.02 N0. We see that it is
not possible for the organisms with the higher growth rate to overcome the organisms
with the lower growth rate.This does not correspond to our intuition about selection.
According to this equation, an organism type that exists cannot be superseded by a
newcomer even if the newcomer is reproducing more rapidly.

To try and overcome this problem we might consider the possibility of adding
noise that would cause the total population sometimes to be greater than N0 and
sometimes to be less than it. This would cause the populations of the organisms al-
ternately to grow and shrink.Then we might expect to see the higher growth-rate type
of organism dominate. In a numerical integration this would look like:

(6.5.13)

where (t) is a random number in the range 0 to 1 and controls the impact of the
noise. If we simulate this problem many times, we will find that the faster growing
population does not usually dominate. If is large enough, there are large fluctua-
tions,and one or the other population might become extinct, but it is the population
that starts out with the greater number that survives on average. The reason for this
is that Eq.(6.5.12) assumes that the factors 1 and 2 control the population increase
when the total population is less than N0, and they also control the population decline
when the total population is greater than N0. Thus the faster-growing population is
also the faster-declining population when there are too many organisms,and this pre-
vents it from dominating the slower-growing one.

We are now faced with an interesting situation where we have several options.
The model as we have constructed it has a built-in assumption about the relationship
between the population growth and the population decline of an organism. We could
argue that this relationship might not be correct,and introduce a model where there
are two parameters; one describing the population growth and one describing the
population decline. While this can work, we should learn something more significant:
that the rate of population growth in a circumstance of plenty is not the factor that
controls the fitness of the organism from an evolutionary perspective. The necessity

    
N 2(t) = 2N2(t − dt) 1−

N1(t −dt) + N2(t −dt)

N0

 
 
  

 
 dt + N 2(t − dt) + •( (t) − 0.5)

    
N1(t) = 1N1(t − dt) 1−

N1(t −dt) + N2(t − dt)

N 0

 
 
  

 
 dt + N1(t − dt) + •( (t) − 0.5)
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of introducing an additional parameter demonstrates this. If we introduce another
parameter, then an interplay between the two different parameters controls the fit-
ness. Thus, according to our analysis, the reproduction rate by itself does not deter-
mine the fitness.

Rather than pursuing a model with a new parameter for population decline, we
can consider instead whether there is a different model that better captures what we
have in mind when we consider selection. The real difficulty with the model in
Eq.(6.5.12),and Eq.(6.5.6) upon which it is based, is the way the limitation on pop-
ulation is implemented.

A more natural model for selection represents organisms in competition for a re-
source. Instead of limiting the population directly, the population is limited by the re-
source necessary for reproduction. This resource could be food—e.g., grass that re-
grows to a limited height after being grazed—or space—e.g., nesting sites that are
limited in number but are available again after offspring are grown. We will call this
model the renewable-resource mo del. The amount of resource is measured in ele-
mentary units,each of which is sufficient to enable an organism to reproduce. We let
r(t) be the amount of resource available at time t. This amount is determined by re-
source renewal as well as by the amount that is consumed by organisms. If there are
no organisms,the amount of resource reaches a maximum value r0. The resource that
is available at time t is assumed to be given on average by:

r(t) = r0 − N(t − 1)P(t − 1) (6.5.14)

where the available resource has been reduced by the product of the number of or-
ganisms at the previous time N(t − 1), times the probability that any one of them will
consume the resource P(t − 1).

Each type of organism is assigned an effectiveness , which is the probability that
the organism can consume the resource if there is only one available. The probability
that it consumes the resource when there are r(t) available is:

P(t) = (1 − (1 − )r(t)) ≈ 1 − e− r(t) (6.5.15)

The latter expression is valid when r(t) is large and is small. It is not a very limiting
assumption, though we will not need to use it. Finally, the number of organisms at
time t is given by:

N(t) = N(t − 1)P(t − 1) (6.5.16)

which means that each organism that consumes a resource produces progeny
for the next generation, and then dies. The model described by the three
Eqs. (6.5.14)–(6.5.16) is an iterative map that can be used to represent competition
for a resource. For a single type of organism, the population grows like the solution
of Eq.(6.5.6). This is shown in Fig. 6.5.3. The organism grows until it reaches an equi-
librium. However, when we have two organisms, the behavior is quite different from
what we found before. Question 6.5.4 describes the construction of equations that
generalize this model for two organisms. The results of a simulation show that if we
have one organism at equilibrium and add a single organism of a type that has a
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slightly higher effectiveness , or a slightly higher reproduction rate , then the new
organism will grow and the original organism will become extinct (Fig. 6.5.4).

Question 6.5.4 Write the equations for two types of organisms and sim-
ulate their behavior for various initial conditions and parameter values.

Solution 6.5.4 Instead of Eq. (6.5.14) the resource left is:

r(t) = r0 − N1(t − 1)P1(t − 1) − N2(t − 1)P2(t − 1) (6.5.17)

The other two equations are the same as before for each of the organisms:

P1(t) = (1 − (1 − 1)
r(t))

P2(t) = (1 − (1 − 2)
r(t))

N1(t) = 1N1(t − 1)P1(t − 1)
(6.5.18)

N2(t) = 2N2(t − 1)P2(t − 1)
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Figure 6.5.3 Renewable-resource model of population growth described by Eqs. (6.5.14)–
(6.5.16). The organism population, N(t), grows and saturates in a similar manner to Fig.
6.5.1. The limitation in population growth arises, however, from a reduction in the amount
of resources, r(t), consumed by the organism. The parameters used for this simulation are r0
= 100, = 2, and = 0.01, and the initial population is N(0) = 1. An incremental version of
the model discussed in Question 6.5.5 gives similar results. For other values of the parame-
ters, e.g. higher values of , the incremental model is necessary due to chaotic behavior in
the original equations. ❚
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Figure 6.5.4 Renewable-resource model of competition between two organisms showing how
the second organism population grows and dominates the first organism. The two figures il-
lustrate different reasons for selection of the second organism over the first. In both cases
the second organism has the same parameter values as in Fig. 6.5.3 ( = 2, = 0.01). For
(a) the first organism has a lower consumption effectiveness, = 0.009. For (b) the first or-
ganism has a lower number of offspring per resource consumption = 1.8. The initial condi-
tions are close to, but not equal to, the steady-state value for the first organism. The initial
population of the second organism is N2(0) = 1. The baseline resource is set to r0 = 100. ❚
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See Fig. 6.5.4 for two simulations for organisms with different values of the
parameters. ❚

Question 6.5.5 Eqs. (6.5.14)–(6.5.16) together constitute an iterative
map with a tendency to chaotic behavior. The reason for this is that the

whole population is being updated at once. We can, however, use a model
where both population growth and consumption of the resource occur in-
crementally. Set up an incremental analog of the iterative map. Hint: The dif-
ficulty is in determining how the resource should behave.

Solution 6.5.5 One way to do this is to assume a continuously growing re-
source that grows in proportion to the amount that is missing:

r(t) = r(t − dt) + (r0 − r(t − dt))dt − N(t − dt)P(t − dt)dt (6.5.19)

Eq. (6.5.15) requires no modification and Eq. (6.5.16) becomes:

N(t) = N(t − dt) + ( P(t − dt) − 1)N(t − dt)dt (6.5.20) ❚

We see from Fig. 6.5.4 that this model displays an intuitive behavior of selection
of one organism over another. The reason for this behavior can be found by consid-
ering the nature of the population control exercised by a resource. For a single or-
ganism, the equilibrium population is reached when there is no change in the value
of N(t). We can solve the equations in this case directly. Using Eq.(6.5.16) we find that
N(t) = N(t − 1) implies:

1 = P(∞) (6.5.21)

and from Eq. (6.5.15) that:

1/ = (1 − (1 − )r (∞)) (6.5.22)

We can solve this for the amount of resource that is available in equilibrium as:

(6.5.23)

The latter expression applies when is large and is small. The meaning of r(∞) is
that when this amount of resource is available,the population is self-sustaining. This
implies that the probability of consumption is enough to generate the same number
of organisms in the next generation. We can also conclude that if the amount of re-
source is less than r (∞) the population of the organism will fall;if the amount of re-
source is greater than r(∞) the population of the organism will grow. The product of
the effectiveness of the organism and the reproduction rate sets this equilibrium value
of the resource, and the resource controls the population.

Consider what happens when we have two organisms that are competing for the
resource. The relevant parameter of each one is their respective r(∞). This reflects the
efficiency of utilization of the resource. The more efficient the organism is,the smaller
is r(∞). The population of the organism that has a higher efficiency will grow at the
equilibrium concentration of resource of the organism that is less efficient, while the

    
r(∞) =

log(1−1/ )

log(1− )
≈

1

R e p r oduc t i on  a n d  s e l e c t i o n  by r e s o u rc e s  a nd  p re d a t o rs 585

# 29412 Cust: AddisonWesley Au: Bar-Yam Pg. No. 585
Title: Dynamics Complex Systems Short / Normal / Long

06adBARYAM_29412  3/10/02 10:44 AM  Page 585



population of the organism that is less efficient will shrink at the equilibrium con-
centration of resource of the organism that is more efficient. Thus the less-efficient
organism must disappear while the more efficient one must increase in number and
dominate the population. Thus, in this model fitness is given by the efficiency of re-
source utilization:

K = 1/r(∞) ≈ (6.5.24)

To see how the fitness is distinct from the population of the organism in equilib-
rium, we can write down the equilibrium population of each type of organism by it-
self. This is given by:

N(∞) = (r0 − r(∞)) (6.5.25)

This means, reasonably, that the population is the reproduction rate times the amount
of resource that is consumed. We can think about the case where the efficiency of or-
ganisms is high so that the residual resource r(∞) is much smaller than r0. Then the
population of a type of organism is directly proportional to its reproduction rate .
However, this is not the same as the fitness in Eq. (6.5.24). Thus we have found that
starting from a first organism type with an equilibrium population N1(∞) we can in-
troduce a second organism type that grows and dominates the first organism type be-
cause it has a higher fitness K2 > K1. But even after the first organism is entirely elim-
inated, and the second organism has reached its equilibrium population N2(∞), we
find that N2(∞) < N1(∞).Specifically, when 2 > 1 then the fitness can increase,even
though the total number of organisms decreases because 2 < 1.

6.5.2 Predators and selection
The discussion of the previous section leads us to consider what happens when one
evolving organism serves as a resource for another organism.A first model that con-
siders a reproducing organism as a resource is the Lotka-Volterra predator-prey
model. This model is a pair of coupled differential equations that describes the expo-
nential growth of a population of prey whose population is limited only by its con-
sumption by a predator. The predator population is limited by the availability of prey,
without which it declines. For convenience we write the prey population as a(t) =
Na(t) and the predator population as b(t) = Nb(t). The equations are:

(6.5.26)

The parameters are the reproduction rate of the prey a, the probability that preda-
tors meeting prey consume them , the rate of death of predators in absence of prey

, and the number of offspring produced by predators after consumption of prey b.
Solutions of these equations display oscillations as shown in Fig. 6.5.5. These oscilla-
tions result from the interplay between the effects of growth of the two organisms.

  

db

dt
= − b + b ab

  

da

dt
= aa − ab
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When the prey increases in population, the predator population increases so much
that it decreases the prey population, which then results in a decrease in predator pop-
ulation. We can add a second type of prey to this model and see how the fitness selec-
tion of the two types of prey would work:

(6.5.27)

The result is simulated in Fig. 6.5.6 for several variations in parameters. We see that
the prey which has either a higher reproduction rate (larger ) or a better avoidance

    

db

dt
= − b + b( 1a1 + 2a2)b

    

da2

dt
= 2a2 − 2a 2b

    

da1

dt
= 1a1 − 1a1b

R e p r od uc t i o n an d  s e l e c t i on  by  r e s o u r c e s  a n d  p re d a t o r s 587

# 29412 Cust: AddisonWesley Au: Bar-Yam Pg. No. 587
Title: Dynamics Complex Systems Short / Normal / Long

0

10

20

30

40

50

60

70

80

90

100

0 2 4 6 8 10

Prey

Predator

t

Figure 6.5.5 Simulation of the predator-prey model described by Eq. (6.5.26). The predator
and prey populations undergo periodic oscillations as discussed in the text. The parameters
are a = 2, = 0.2, = 3, b = 0.5 and the initial conditions are a(0) = 20 prey, and b(0) = 3
predators. It is important to recognize that the progressive increase in the height of the peaks
is an artifact due to the numerical integration of these equations using Eq. (6.5.8) and a time
increment of dt = 0.01. A solution using smaller values of time increment would be more
closely periodic. An analytic solution of the equations is exactly periodic. This is an illustra-
tion of the inherent sensitivity of the predator-prey model to perturbations. ❚
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Figure 6.5.6 Predator-prey model of competition between two types of prey, showing how
the second type of prey population grows and dominates the first type of prey. The two fig-
ures illustrate different reasons for selection of the second type of prey over the first. In both
cases the first type of prey has the same parameter values as in Fig. 6.5.5 ( a = 2, = 0.2).
For (a) the second type of prey has a higher reproduction rate, a = 2.2. For (b) the second
type of prey has a lower probability of being eaten = 0.18. The initial population of the first
and second type of prey are 15 and 5 respectively. ❚
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of being eaten (lower ) will survive and therefore is the fitter organism. It is a com-
bination of these two traits that is the important criteria for fitness.Question 6.5.6 de-
scribes a method for obtaining the longer time dynamics of the evolutionary process
from these equations. It is significant that in this model,as in the renewable-resource
model, it is not just the population growth by itself that is important.

Question 6.5.6 When there are two or more different types of prey
whose parameters ( , ) differ by a small amount,they together undergo

oscillations in population. As this occurs, one of them increases in popula-
tion at the expense of the others. This longer-time evolutionary dynamics
can be separated from the short-time oscillations. Write a differential equa-
tion for the longer-time dynamics of the ratio of the populations of two
types of prey with incrementally different parameters. Determine the unique
parameter that controls the fitness.

Solution 6.5.6 We write the density of the second prey in Eq. (6.5.27) as

a2(t) = (t)a1(t) (6.5.28)

so that (t) is the population ratio. Inserting in Eq. (6.5.27) we obtain:

(6.5.29)

Substituting the first prey equation from Eq. (6.5.27) we have:

(6.5.30)

or:

(6.5.31)

where ∆ = 2 − 1 and ∆ = 2 − 1. This equation has the same form as the
differential equations describing the prey population. However, since the pa-
rameters ∆ and ∆ are small, we know that the change in is small,and so
we can average the coefficient of on the right over the time that b is fluc-
tuating. This shows that the population ratio changes at a rate controlled by:

∆ − ∆ < b > (6.5.32)

which means, quite intuitively, that the fitness is controlled by the difference
in the reproduction rate minus the average probability that an organism will
be eaten over time. ❚

We can consider a similar question to that asked about the renewable-resource
model. If a particular prey is replaced by a fitter organism, would the eventual total
population of the prey be larger after the change? The result of Question 6.5.6 con-
tained in Eq. (6.5.32) might be wrongly interpreted to mean that with a higher

  

d

dt
= ∆ − ∆ b

    
1a1 − 1a1b( ) +a1

d

dt
= 2a1 − 2a1 b

    

da1

dt
+a1

d

dt
= 2a1 − 2a1 b
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reproduction rate and/or a lower consumption rate,the population of the prey would
necessarily increase. However, this is not the case.The average population of the prey
is not determined solely by the parameters; it is very sensit ive to the initial condi-
tions—how many predator and prey are present at a particular time. Since there is no
unique stable equilibrium toward which the equations lead, we cannot define the av-
erage prey population directly. We can, however, make some relevant remarks.

For the one steady-state solution of Eq.(6.5.26) obtained by setting the time de-
rivative to zero,

a = / b

b = a /
(6.5.33)

there is an increase in the value of a with lower consumption rate , but there appears
to be no effect of its own reproduction rate a. The reason is that the predator popu-
lation is affected by the rate of increase of the prey population which then affects the
prey population. Moreover, for a particular set of initial conditions, it is possible to
show (by simulations or by solving the differential equations) that the average prey
population does not increase with its reproduction rate.

The predator-prey model with evolving prey can be readily expanded to consider
what happens when both the predator and the prey can evolve. This process of evo-
lution of coupled organisms is called coevolution. Its study is a step toward develop-
ing an understanding of the network of interdependence discussed in Section 6.4.5.
An essential parameter in the fitness of both the prey and the predator is the ability of
the predator to eat the prey. Changes in one organism are echoed by changes in the
fitness criteria for the other organism, which in turn drive its selection.

The results we have found from the models in this and the previous section con-
tribute to our understanding of fitness and evolution on a more global scale. An im-
portant conclusion was the decoupling of fitness from the equilibrium or average
number of organisms. As discussed in Section 6.4.6, a relationship between fitness
and population,e.g., P(s) = K(s),is in conflict with the idea that selection resulted in
evolution to larger, more complex organisms. We know that the number of small, rel-
atively simple organisms greatly exceeds the number of complex organisms. This
might suggest that the fitness of the smaller organisms is greater. However, the results
that we have found indicate that fitness is not directly related to the number of or-
ganisms. In these models,parameters such as the efficiency of resource utilization as
well as reproduction rate control the fitness rather than the equilibrium number of
organisms. We are still left with the problem of understanding why the presumably
less fit small organisms continue to exist in the presence of the more fit complex or-
ganisms. This will be addressed in Section 6.5.4.

6.5.3 Mutation
In the discussion of selection in the previous sections, we assumed the existence of
two types of organisms and investigated the consequences. In this section we consider
the process by which changes in organisms occur through mutation.Our objective is
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to consider implications of the existence of many possible mutations that can occur
in an organism. In the context of a simple evolutionary model, we would categorize
the effect of these mutations in terms of their effect on fitness. Some mutations im-
prove the fitness,others decrease it. In general,it is also important to allow mutations
that do not change the fitness. Moreover, once a mutation has occurred,the organism
has changed and the effect of subsequent mutations is contingent on the mutation
that has already occurred. We will start,however, by considering only mutations that
increase or decrease the fitness by a fixed amount. Of particular significance is the
fundamental assumption that mutations occur at random. Mutations occur with a
probability that is not affected by the contribution of the mutation to the fitness. This
does not mean,however, that mutations that improve fitness are equally likely to those
that decrease it.

We simplify the problem by considering what happens if there is a fixed propor-
tion 1/ of mutations that increase fitness for any organism. Moreover, all mutations
change the fitness by the same amount up or down. With these assumptions there is
no significant difference between two organisms that have distinct genomes or phe-
nomes but the same fitness. Organisms that have the same fitness will coexist and
their population will grow or decline together. We can consider together the class of
organisms of the same fitness—a fitness class.Our concern is to understand how the
population in a fitness class changes with time through the effect of mutation and se-
lection. We have chosen to write 1/ for the proportion of fitness-improving muta-
tions because, due to prior fitness selection,it is less likely to have a mutation that in-
creases fitness to one that decreases it. Thus we expect and assume that is
significantly greater than one.

For definiteness we consider an organism that reproduces while consuming a re-
newable resource as given by Eqs.(6.5.14)–(6.5.16) or, better, their incremental ana-
log (Question 6.5.5). We introduce a certain rate at which mutations can occur that
change the fitness class of offspring. Each fitness class is identified by its limiting re-
source ri(∞). For simplicity we will consider only variations in the resource utilization
effectiveness which will be taken to have the value:

i = g i −1
1 (6.5.34)

where i is the fitness class and g is the ratio of the value of i from one class to the next,
assumed to follow a geometric sequence. This is a convenient choice because we will
find that the ratio of i determines the relative growth of the population of a fitness
class.

The simulation must be performed in such a way that a fractional organism is not
allowed to reproduce or mutate. The use of a differential equation can cause problems
when care is not taken with this granularity. A set of incremental equations that do
account for the granularity are developed in Question 6.5.7.

Question 6.5.7 Write a set of incremental equations based on those in
Question 6.5.4 that account for granularity and allow for mutation be-

tween a set of fitness classes.
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Solution 6.5.7 Two of the relevant equations are:

(6.5.35)

Pi(t) = (1 − (1 − i)
r(t)) (6.5.36)

A subtlety in setting up the equation for the number of organisms in a class
is realizing that mutation into a class should be treated probabilistically.
Specifically, at any step there is a certain probability of mutation. When a
mutation occurs, one organism moves from one class to another. If we
naively try to make the continuum equations deterministic, we would intro-
duce a fractional transfer of organisms. This can be treated by accumulating
fractional organisms inside a class but not using them for reproduction or
mutation. When the fraction of an organism reaches a whole organism,then
we do use it. This corresponds, on average, to the moment at which one or-
ganism in a stochastic process would have reached there.

The number of offspring that would arise in a single generation of the
organism in class i is given by:

Oi(t) = iPi(t)Ni(t) (6.5.37)

wh ere x i n d i c a tes the integer part of x. Some of these of fs pring wi ll mut a te
to another cl a s s — s pec i f i c a lly, Oi wi ll . To wri te an increm ental model we as-
sume that on ly a fracti on d t of the or ganisms reprodu ce at on ce and we have :

(6.5.38)

The subtraction of Ni(t − dt) in the first line corresponds to the assump-
tion that the parent dies when the offspring are born. The second line de-
scribes the effect of mutation, where a fraction of the offspring of class i
mutate and leave the fitness class. Of these /( + 1) go to the next higher
fitness class and /( + 1) go to the next lower one. The equation is writ-
ten in terms of the changes in the i th fitness class due to mutations from the
i + 1 and i − 1 classes. We can see that this part of the equation corresponds
to a biased diffusion of population in fitness classes. ❚

A simulation of the model of mutation is shown in Fig. 6.5.7. As mutations oc-
cur, the fitness class of the organisms increase. We might imagine this process as ac-
counting for some of the historical fossil record where over many years an organism
changes monotonically from one form to another. However, since there is no specific
trait or t raits assumed to be associated with the mutations, this is also a general de-
scription of evolutionary progress.

There are several interesting features of this model that we can understand by
considering the effect of various parameters.First we should recognize that there is a
finite range of possible fitness classes. This range is set by the total amount of the re-

    

N i (t) = N i (t −dt) +(Oi (t − dt) − N i (t − dt) )dt

+ 1

+ 1
Oi −1(t −dt ) +

+1
O i+1(t − dt) −O i (t − dt)

 

 
 

 

 
 dt

    

r(t) = r(t − t) +(r0 − r(t − t)) t − N i (t − t)Pi (t − t)
i

∑ t
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source r0. The smallest value of which makes sense is min = 1/(r0 ).A smaller value
results in an organism that is not viable with this amount of resource. Recognizing
that there is a lower bound to the viability of an organism is important. It is related to
the problem of creating the first viable organism. On the other end of the scale there
is also a maximum fitness that arises when there is only one unit of resource left. This
gives max = 1/ . It is impossible for an organism to improve further because there is
no resource to be consumed. Thus, a finite amount of resource leads to a bound on
how much improvement in fitness is possible.

We can gain additional insight into the behavior of this model by determining
the rate of evolutionary progress—the time for fitness class i − 1 to be replaced by fit-
ness class i. There are two parts to this process the first is the time 1 till a first organ-
ism appears in class i and the second is the time 2 till its population becomes domi-
nant. We can make a complete analysis when 1 is longer than 2. In this case
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Figure 6.5.7 Model of evolutionary progress by mutation and selection based upon the re-
newable-resource model. Mutation enables organisms to move from one fitness class to an-
other. The improved resource utilization by the higher fitness classes causes their population
to increase and dominate the lower fitness classes, as the amount of resource available, r, de-
clines due to its utilization. In this simulation the base resource is r0 = 103, all fitness classes
have = 2 offspring per unit of consumed resource, the first fitness class has a resource uti-
lization effectiveness 1 = 10−3, the resource utilization effectiveness of each successive fit-
ness class is multiplied by g = 2, the ratio of fitness improving mutations to fitness reducing
mutations is 1/ = 1/4, and the mutation rate is = 10−3. The first fitness class starts with
50 organisms and all others start with none. The time increment for integration is dt = 0.05. ❚
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equilibrium is reached in class i − 1 and it dominates the population of organisms be-
fore mutation creates organisms in class i.

To study the condition of equilibrium, we use Eq. (6.5.38) to describe the time
dependence of class i − 1 by shifting i to i − 1 everywhere. We can then impose the
equilibrium condition, Ni −1(t) = Ni −1(t − 1). The resulting equation simplifies because
when class i − 1 is dominant the population of other classes is negligible;also, we don’t
need to take the integer part of Ni −1(t). We find:

Ni−1(t) = (1 − )Oi −1(t) (6.5.39)

which says that the offspring that do not mutate replace their parents. From Eq.
(6.5.37) we have:

1 = (1 − ) i −1Pi −1(t) (6.5.40)

From the resource equation Eq.(6.5.35), with r(t) = r(t − 1), we can obtain a value for
Ni −1(t):

Ni −1(t) = (r0 − r(t))/Pi −1(t) = (1 − ) i−1(r0 − r(t)) ≈ (1 − ) i −1r0 (6.5.41)

The latter approximation holds unless the organism is just marginally viable.
The time 1 to create a first organism in class i is determined by Eq.(6.5.38) with

all of the terms equal to zero (Ni(t) = 0) except for the contribution by mutation
from class i − 1:

(6.5.42)

This equation is linear, so the time to reach a single organism 1 is:

1 = (Λ + 1) / i−1r0 (6.5.43)

This expression says that the time to obtain a single organism in class i is proportional
to the difficulty in finding a fitness-improving mutation, and inversely related to the
number of mutated offspring per generation produced by fitness class i − 1.

Once class i has an organism, we can neglect mutation from class i − 1, because
Ni(t) grows by reproduction. Moreover, now that class i has more than one organism,
it is not essential to take the integer part of Ni(t). Ni(t) grows according to (Eq.6.5.38):

Ni(t) − Ni(t − dt) = ((1 − ) iPi(t) − 1)Ni(t − dt)dt (6.5.44)

To solve this we recognize that the amount of resource available during the growth of
Ni(t) is determined by the equilibrium resource of the fitness class i − 1. It is essen-
tially independent of time,and therefore so is Pi(t). From Eq.(6.5.36) the equilibrium
resource of fitness class i − 1 is:

(6.5.45)

Then we have:

(6.5.46)
    
(1 − ) i Pi (t) ≈(1− ) i (1− (1 − i )

r (t )) ≈ (1 − ) i ir(t) ≈ i i

i −1 i −1

= g

    
r(t) =

ln(1−1/(1− ) i−1)

ln(1− i−1)
≈

1

(1− ) i −1 i −1

    
N i (t) − N i (t −1) =

+1
O i−1(t − dt)dt ≈ i −1r0

+1
dt
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where we have used approximations to simplify the form of the result. Using this in
Eq. (6.5.44) we have exponential population growth in class i:

Ni(t) ∝ et /(g −1) (6.5.47)

2 is the time for the population of class i to grow from a single organism to the equi-
librium population of class i − 1. This is given by:

Ni −1(t) = e 2/ (g −1) (6.5.48)

or:

2 = ln(Ni −1)/ ln(g − 1) = ln((1 − ) i −1r0)/ ln(g − 1) (6.5.49)

We conclude that the total time for a change of fitness class is given by (setting i = :

= 1 + 2 = ( + 1)/ r0 + ln((1 − ) r0)/ ln(g − 1) (6.5.50)

This is the evolution time between fitness classes. It becomes invalid when the second
term becomes large enough compared to the first that significant growth of class i oc-
curs before the growth of the class i − 1 is completed.

We can develop an understanding of Eq.(6.5.50) by realizing that the first term
is large compared to the second term when the mutation rate is small or the prob-
ability of finding a fitness-improving mutation is small ( is large). In this case, the
organisms evolve in distinct stages where a fitness class replaces the one immediately
preceding it. If is not too large and the mutation rate becomes high enough (it can-
not be greater than one), 1 may become shorter than 2. In this case there are several
overlapping classes that exist at the same time, and Eq. (6.5.50) is no longer valid.
Fig. 6.5.8 illustrates the latter case, where at any time there is a heterogeneous popu-
lation of organisms undergoing selection.

The model of mutation and selection appears in its overall behavior to be simi-
lar to the Monte Carlo random-walk model of downhill diffusion that was discussed
in Section 6.4. However, there are a number of differences between these two models.
The most important difference is the role of the rarity of fitness-improving mutations
(phase space). In the Monte Carlo model we can analyze its role through the proper-
ties of equilibrium. In equilibrium the number of organisms that mutate from class
i − 1 to class i is the same as from class i to class i − 1. The relative number of organ-
isms in equilibrium in the different classes is set by this condition. We can calculate
the number of mutating organisms in the random-walk model using the parameters
of the mutation and selection model. In each time step, a walker chooses one of the
possible mutations. The proportion of these that improve the fitness is 1 /( + 1),
while the proportion that decrease it is /( + 1). All of the mutations that improve
the fitness are accepted, but only K(i − 1)/K(i) = 1/g of those that decrease the fitness
are accepted. This means that in equilibrium the proportion of the population in class
i − 1 and class i is given by:

Ni /Ni −1 = g / (6.5.51)

This means that the population of the lower fitness class will be larger if the number
of fitness-improving mutations is sufficiently small. If we think about dynamics,
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under these circumstances the evolution will progress uphill rather than downhill.
The reason for this is that the balance between entropy and energy is being won by the
entropy of the much greater number of lower-fitness organisms.

This conclusion is not true for the reproduction and selection model. The time
that it takes to improve the fitness Eq.(6.5.50) increases with increasing . However,
for any value of the fitness increases. This is an important result for our under-
standing of evolution. It means that selection with reproduction is more powerful
than entropy. Our understanding becomes more complete if we recognize that the ad-
vance in fitness does stop when the resource is scarce—when the fitness reaches max

so that the amount of resource is a single unit. Thus it is the nonequilibrium driving
force of resource consumption that plays a different and more powerful role than a
difference in energy or entropy.

A related difference between the two models arises when we consider the possi-
bility that an individual organism will move counter to evolutionary progress—
downward in fitness or upward in energy. In a reproduction and selection model, the
possibility of movement to a significantly lower fitness class is vanishingly small. This
is because steps downward in fitness become progressively more and more difficult.
A step downward consists of two parts,a mutation downward and a successful repro-
duction in the lower fitness class.The first part does not depend on which fitness class
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Figure 6.5.8 Simulations similar to those shown in Fig. 6.5.7. The only difference is that a
higher mutation rate = 10−1 was used. The fitness classes overlap because each one does
not reach a steady state population before the next one arises. ❚
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we start from. However, the second decreases for lower-fitness classes because the re-
production rate is controlled by the available resource which is controlled by the dom-
inant fitness class. In contrast, Monte Carlo steps upward in energy have the same
probability no matter what the starting energy is. If we think about the fitness land-
scape as formed of valleys and ridges,this difference in model behavior is directly rel-
evant to the possibility of climbing over ridges to find other valleys. In the Monte
Carlo model, it may be possible. In the reproduction and selection model, it is very
unlikely. This is also related to the observation that in the Monte Carlo model the pop-
ulation tends to spread out on an incline. In the reproduction and selection model this
is not the case.

Finally, there is also a difference in the effect of the absolute population size in the
two models. In a simple Monte Carlo model where each walker moves independent
of the others, the population size does not enter in any way. When there is self-
attraction of the organisms (Section 6.4.5),it plays a role in random movement on a
flat landscape—the motion is faster for smaller populations. However, population
size does not play a role in the rate of evolution on an incline. On the other hand, in
the reproduction and selection model,the probability of finding a rare mutation per
generation increases with population size.Thus the rate of evolution increases almost
linearly with population size when the probability of finding the right mutation is
small. We can also think about the reproduction and selection model as a kind of fit-
ness optimization algorithm. The linear increase in rate of evolution with population
size implies that it works as an efficient parallel algorithm where each processor (or-
ganism) contributes to the optimization.

Qualitatively our conclusions from this section are that the process of reproduc-
tion and selection is effective at finding rare fitness-improving mutations and there-
fore is effective at forcing evolutionary progress against the influence of entropy. This
is precisely what is needed to generate complex organisms. However, we also find that
reproduction and selection tend to drastically confine the exploration of possible or-
ganisms to a steepest descent in the fitness landscape. Thus, evolutionary progress
should become stuck in the first fitness valley that is encountered, and organism
change will no longer be possible. This problem leads to even more dramatic conse-
quences when we consider it in the context of trait divergence in the next section.

6.5.4 Trait divergence, extinction and the tree of life
The incremental process of evolution by mutation and selection described in the pre-
vious section must be accompanied by a discussion of trait divergence in order to ac-
count for the phenomenology of life. As discussed before and illustrated in Fig. 6.5.9,
it is assumed that all organisms, ranging from single-celled organisms to plants and
animals, originated from the same microorganisms early in evolutionary history. This
requires a process of divergent evolution. At various moments in time, originally sim-
ilar organisms evolved in different ways to create (at least) two types of organisms
from the original one. The evidence in support of this picture includes the similarity
of various organisms in their various levels of structure (chemical, cellular, physio-
logical) and the experience of breeding where distinct varieties can be generated. The
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relative proximity of organisms on the tree of life has been studied by assuming that
the number of differences in the genome reflects their distance on the evolutionary
tree. In Section 6.4.6 we discussed several global models,flow downhill,uphill motion
and expanding waves, which might be considered in the context of Monte Carlo mod-
els for speciation. What can we say about the reproduction-and-selection models dis-
cussed in this section?

Remarkably, we can point out that any of the reproduction-and-selection mod-
els discussed in this section are inconsistent with trait divergence. For definiteness,
consider the reproduction-and-selection model based upon resource utilization in
Section 6.5.3. We can introduce branching channels for organisms in a pattern con-
sistent with that shown in Fig . 6.5.9. Progress along any channel is directly mapped
onto mutations that increase fitness. Thus we identify a particular fitness class with
the horizontal lines in Fig. 6.5.9. Starting from an organism at the beginning of the
tree, the organism evolves downward to the first branching. Then some organisms
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Figure 6.5.9 Schematic illustration of the tree of life formed by evolution and trait diver-
gence, resulting in all of the diversity of life, and originating in one type of single-celled or-
ganism. As discussed in the text, a model of reproduction and selection that requires com-
petition based on fitness between all organisms would not be able to account for trait
divergence, because at every time all of the species must have essentially the same fitness.
This would require all to evolve in precise lockstep. In order to account for trait divergence,
selection must be understood to apply separately to organisms that consume distinct re-
sources—identified both by resource type and geographical location. ❚
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move to one channel and some to the other. The problem with this model arises in the
interplay between organisms evolving in the two channels.Assume that organisms in
one channel,even by chance,progress to a higher class slightly before they do so in the
second channel. Then the organisms in the second channel will be rapidly suppressed
by selection. This suppression is an accelerating process, because once there are fewer
organisms,they have less chance to reach the subsequent fitness class.Thus,unless we
could demonstrate a reason for all organisms to evolve in lockstep, there is no possi-
bility that the reproduction-and-selection model will allow the coexistence of distinct
types of organisms. This is the literal conclusion of “survival of the fittest”—only one
type of organism can exist. This conclusion applies not only to the renewable-re-
source model but also to the simplest reproduction-and-selection model in
Eq.(6.5.5),and to the predator-prey model for the evolution of prey (or predators) in
Section 6.5.2.

Question 6.5.8 Contrast the formation of diverse organism traits in the
Monte Carlo model with its absence in the reproduction-and-selection

models. What is the key difference?

Solution 6.5.8 The key difference is the scope of selection. In the Monte
Carlo model, selection only occurs between an organism and its one mu-
tated offspring. In the reproduction-and-selection model, selection occurs
between all organisms at the same time. In the first case, we can have differ-
ent traits for every walker. In the second,essentially only one organism type
is possible. ❚

Question 6.5.9 Consider neutral mutations in the model of the last sec-
tion. These mutations consist of additional genome or phenome di-

mensions in which the organisms can change without affecting their fitness.
How does the population evolve in these dimensions? For simplicity, con-
sider the case where is large.

Solution 6.5.9 The trick is to recognize that evolution in the direction of
increasing fitness affects the population movement in the neutral dimen-
sions as well. Thus we cannot describe the evolution of the population as a
diffusion in the neutral dimensions.

The case where is large means that fitness-improving mutations are
rare. As a result there is essentially only one organism that mutates to a
higher fitness class. This organism reproduces to form the entire population
at the next fitness class. Thus the population of every fitness class begins
from a unique genome. During the proliferation of the organisms in this
class,they diffuse in the neutral dimensions to form a more diverse popula-
tion. Then a mutation takes one organism to the next fitness class, and the
process of spreading starts over. Thus, the width of the distribution in the
neutral dimensions is limited to be the width of a random walk that occurs
in the time to reach the next fitness class; i.e.,it is proportional to √ . In our
model where does not change,the width of the distribution also does not
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change as the organisms evolve. This is consistent with the observation that
this model precludes the coexistence of distinct organism types.

However, there is a change over time in the average location of the
population in the neutral dimensions. At the time a fitness-improving mu-
tation occurs, the population consists of a distribution of width √ . From
this distribution, one organism mutates to the higher fitness class. Thus in
the next class the average location of the population in the neutral dimen-
sions will be different from that in the previous class by a distance propor-
tional to √ . We see that the population as a whole undergoes a random
walk in the neutral dimensions. The typical distance traveled in the ran-
dom walk is proportional to √ n = √t , where n is the total change in fitness
class. This means that the typical distance traveled in the neutral dimen-
sions is independent of . ❚

Where have we neglected an essential element in our models that would enable
evolutionary coexistence of organism types? By considering natural phenomena, we
recognize that the main problem in this picture is that all organisms do not compete
directly for the same resource. Instead,there are many different resources that organ-
isms are consuming. The primary resource is the energy that is arriving from the sun
and radiated as heat into space. This resource is converted by interaction with the
physical world,as well as with the biological organisms that exist, to other forms. The
utilization of this resource by one organism type (e.g., plants) leads to another re-
source type (oxygen, sugar) that can be used by other organisms. The interplay of this
process with physical climate and geologic conditions also leads to variations in the
form the resource takes and conditions under which it can be utilized. In addition to
their distinct forms, resources may also be distinct through spatial physical isola-
tion—the separation of two different areas by physical obstacles that prevent easy mi-
gration from one to the other. This variation and isolation of resources leads to dis-
tinct channels of evolution related to their utilization.

We conclude that it is the existence of different resources that enables distinct or-
ganism types. Thus, to simulate the formation of different types in a model similar to
that in Section 6.5.3,we must modify it to allow for the existence of distinct resources,
say r1 and r2. These may represent different sides of the same mountain range,differ-
ent types of grass, or grass and leaves or even sunlight and plants. To allow the for-
mation of different types of organisms, mutation (or migration) must then allow cre-
ation of organisms that pursue these distinct resources. Construction of a model of
this kind is not difficult. We assume a number of organism types indexed by i that
consume the two resources with efficiencies i1 and i 2. Trait divergence would occur
when organisms consume the resources in a manner that would systematically cause
one type of evolving organism to consume one resource, while the other consumes
the other resource. In the simpler model of Eq.(6.5.5) the same effect would be mod-
eled by introducing more than one fitness parameter per organism. We will not ex-
pend effort to build and simulate such models here. In Chapter 7, models will arise
naturally that contain the essential features discussed here.
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Question 6.5.10 Let us try one more time to create a global fitness
model using an equation similar to Eq. (6.5.4) to define what we mean

by fitness in the most direct and natural way. The fitness K is the rate of in-
crease in the population of the organism defined as:

(6.5.52)

In what way might this be a useful definition? In what way is it not?

Solution 6.5.10 The concept of a fitness assumes that it can be expressed
in terms of the organism properties—in particular, as a function of the
genome s. To the extent that we can obtain K(s) independent of the evolu-
tionary dynamics we wish to describe, it is useful. If we use the definition in
Eq. (6.5.52) in the context of the model of Section 6.5.3, we see that for any
fitness class, K(s) starts out greater than one,passes through unity when it is
populated and becomes smaller than unity as it disappears. This shows that
the fitness defined in this natural way is a strong function of time through
changes in the environment, which also consists of other organisms.

Using Eq . (6.5.52) as a model for gl obal evo luti on , we imagine a fitn e s s
l a n d s c a pe −K(s) (the nega tive sign is for con s i s tency of up and down with the
en er gy model ) .O r ganisms do not diffuse downw a rd on the landscape ; i n s te ad
the landscape itsel f m oves upw a rd . This is not an essen tial differen ce . What is
d i f ferent is that all the or ganisms at any time are points loc a ted on a band near
unit fitn e s s .O r ganisms increasing in nu m ber have sligh t ly high er fitnesses (are
l ower on the landscape) and those dec reasing have sligh t ly lower fitn e s s e s . Th i s
p i ctu re would be appealing and simple if the landscape were ri gi d . It would then
corre s pond to all or ganisms evo lving uniform ly in lock s tep.However, i f we con-
s i der an or ganism that persists for long times and or ganisms that under go dra-
m a tic evo luti on a ry ch a n ges du ring the same ti m e , we see that the landscape it-
s el f is ch a n ging shape (morph i n g ) . Regi ons of the landscape wh ere or ga n i s m s
a re evo lving move qu i ck ly, while other regi ons remain fixed in place . This illu s-
tra tes how the ex i s ten ce of mu l tiple re s o u rces manifests itsel f in this model . ❚

The necessity of considering multiple resources in the study of multiple organ-
ism types is an indication that an essential problem in studying evolution is under-
standing the dynamics of the resources and their categorizations and distinctions.
Since most of the time, aside from sunlight and space, the resources that are con-
sumed are themselves organisms or related to the existence of organisms,this creates
an interdependence between the evolution of one organism and the evolution of oth-
ers. For our limited purposes here, we need only recognize that without a model for
the dynamics of the resources, a dynamics of organism types cannot be understood.
Within such a model, formation of distinct organism types can be readily understood.

Another process that may be understood within this picture is extinction. There
are various times in evolutionary history where organism types that existed become

  

dN

dt
= KN
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extinct. We can understand this by assuming that after multiple organism types are
created, there is parallel evolution of organisms that are consuming different re-
sources. Some time later, one organism t ype may have a mutation that enables it to
better consume a resource that the second organism type depends upon. This leads to
extinction of the second organism type.

A process that is rarely considered is true convergent evolution: two organisms
evolve by mutation and become the same organism. This is the opposite of divergent
evolution. There are several reasons why it is not likely. The first is the large space of
possible organisms.Moving around in this space,two evolutionary tracks are unlikely
to encounter each other. Another reason that this is not likely can be seen from the
multiple-resource model. As two organisms become similar they become competitors
for the same resource. However, as this occurs they are still different enough so that
one should have a lower fitness than the other and will become extinct.

In order to understand the role of different resources in causing multiple organ-
ism types, it is helpful to consider the notion of organism complexity, which will be
developed further in Chapter 8. We can think about a particular environment and re-
source as establishing a particular demand on organisms. As discussed above,associ-
ated with an amount of resource is a minimum fitness that corresponds to the first vi-
able organism that can survive by utilizing it. This also means that there is a minimal
complexity for viable organisms. This is the minimum complexity of organisms that
have sufficient fitness to survive in the environment by consuming this resource. For
example,it appears that there are photosynthetic organisms that can exist in the ocean
which are simpler than photosynthetic life on land. We might imagine a map of the
minimal complexity of viable organisms at every location on the two-dimensional
surface of the earth, for each of multiple resources present there. We can view the
process of evolutionary progress as the creation of new organisms that are complex
enough to exist in a certain environment and consume a particular resource. Progress
enables organisms to spread from one environment to another. One example is the
often discussed emergence of life from ocean to land. Once life exists that consumes
a particular resource in a particular place, evolution continues until it reaches the
maximal fitness for the resource. This maximal fitness is the lowest fitness that enables
organisms to consume all of the resource. It also corresponds to a maximum com-
plexity that would be reached by evolution in this environment. This picture may be
described as the evolution of organisms to fill ecological niches that exist due to the
presence of resources. We can intuitively understand that in order for an organism to
be able to consume more than one type of resource it must be more complex than an
organism that consumes only one type of resource. Qualitatively, this explains why
evolution created progressively more complex organisms but did not systematically
eliminate the previous organisms.Organisms that existed and filled ecological niches
remain. This also includes the prokaryote single-celled organisms that may have ini-
tiated the process of organism evolution.

This description of evolution enables us to compare and contrast human beings
with the most closely related species—the apes. Apes occupy small ecological niches
and consume limited resources. In contrast, human beings utilize a significant frac-
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tion of many different resources in many distinct environments. This suggests that
apes evolved in order to be able to utilize resources that can only be consumed by such
highly complex organisms. Human beings break this pattern by being sufficiently
complex to meet the challenges of consuming a large variety of resources. Within this
context, we can understand the potential and actual extinction of various organisms
as a result of the actions of mankind in consuming resources. Human consumption
of plants and animals is in part a predator-prey situation where overconsumption can
lead to decline of the predator (human beings) as well as the prey. On the other hand,
the direct competition for resources (prey or space) causes extinction or danger of ex-
tinction to many animals and plants. This is consistent with considering human be-
ings as part of the evolutionary process where the increased fitness of human beings
through their ability to consume resources is an advantage over animals and plants
and may cause extinction of the latter. Of course, an explanation for extinction does
not mean that it is in the best interest of human beings. However, we see that the wide-
spread ability to cause extinction for many different organisms signals a qualitative
change in what is more typical of evolution.Organisms typically evolve and are com-
plex enough to occupy only specific ecological niches.

The discussion of multiple resources allowed us to introduce spatial variation in
resources and thus in fitness. It is also relevant to discuss temporal variation in re-
sources. We consider the possibility of a fluctuating base line resource r0(t) for the re-
newable-resource model. This can be seen to cause a variation in the selection pres-
sure. Without any variation,the selection pressure is great due to consumption of the
available resource by the fittest organisms present. If,however, the resource suddenly
becomes more plentiful, then the amount o f resource r(t) is more than the equilib-
rium value ri(∞) for organisms in lower fitness classes. The organisms in these classes
then increase in numbers. It is less significant that the fittest organisms multiply faster.
The increase in population of lower-fitness organisms allows, in principle, for the
possibility of escape from valleys in the fitness landscape. This solves a major prob-
lem of describing evolutionary progress in the reproduction-and-selection model. An
illustrative example is the effect of forest fires. Originally thought to be solely harm-
ful, the occasional loss of old trees is now understood to have many benefits. We dis-
cussed the effects of forest fires in the context of interdependent networks of organ-
isms in Section 6.4.5. Here,the effect of such catastrophes is direct. We can recognize
that a fire enables a larger variety of plant life and other organisms to grow in the plen-
tiful resource (sunlight) whose consumption is not dominated by a particular type of
optimal-fitness tree. This increase in diversity of organisms participates in the process
of evolution through creation of variety that can then be the subject of selection as
the forest matures.

One final temporal consideration is important when we consider the competi-
tion that causes extinctions. If we consider competition between two species, we see
that the organism type that evolves faster has an advantage when competition for the
same resource occurs. Thus,fitness of a species can depend not only on the fitness of
a particular organism but also of the rate of organism evolution. This can be directly
affected by the lifetime of a generation that sets the time scale for the models of

R e p r o duc t i on  a nd  s e l e c t i on  by  r e s o u r c e s  a n d  p re d a t o r s 603

# 29412 Cust: AddisonWesley Au: Bar-Yam Pg. No. 603
Title: Dynamics Complex Systems Short / Normal / Long

06adBARYAM_29412  3/10/02 10:44 AM  Page 603



evolutionary progress. We see that selection may cause organisms to have short life
spans—a possible reason for senescence. Even more significantly, considering these
effects causes us to look beyond the individual to the effects of selection on species,
since the rate of evolutionary progress is not part of the fitness of a particular organ-
ism. This will be the topic of the following section.

Collective Evolution: Genes, Organisms 
and Populations

Our objective in this section is to reconsider the p roperties of components in com-
plex systems and their relevance to evolution. Sexual reproduction involves an entire
species in an evolutionary process rather than each individual organism.Interestingly,
it is possible to take another approach in which sexual reproduction decouples the
evolution to a process that pertains to individual genes that are parts of the organism.
We will discuss this approach in Section 6.6.1, developing an understanding of when
(and in what sense) it is valid and when it is invalid,since we are interested in the na-
ture of interdependence of components of complex systems. In Section 6.6.2 we will
approach more generally the problem of understanding why systems built out of
components are formed in evolution. Why don’t the components just fend for them-
selves? This question is related to philosophical questions about selfish and altruistic
individuals in a society, and conceptual problems of understanding the appearance of
altruism in evolution. By addressing these questions, we will gain an intuitive under-
standing of the process of formation of collectives in evolution.

6.6.1 Genetic mixing in sexual reproduction
One of the interesting phenomena of biology is the existence of sexual reproduction
in all but relatively simple organisms. Sexual reproduction mixes hereditary traits.
This mixing poses serious philosophical problems for the understanding of evolution.
Simply stated,the problem is that in sexual reproduction the organism that is selected
for is not the same as its offspring. How is this consistent with the concept of selec-
tion as a mechanism of evolution?

One of the approaches that has been taken to deal with this issue is the gene-
centered view of evolution. In this view there are assumed to be indivisible elemen-
tary units of the genome (often thought of as individual genes) that are preserved
from generation to generation. Different versions of the gene (alleles) compete and
mutate rather than the organism as a whole. Thus the genes are the subject of evolu-
tion. We will show below that this view is precisely equivalent to a mean field ap-
proach (Section 1.6) where correlations between the different genes are ignored.Each
gene evolves in an effective environment formed within the organism and its envi-
ronment. This effective environment is an average environment (mean field) within
a sexually reproducing population (species). By showing that the gene-centered view
of evolution is a mean field approach, we can recognize why it is useful and we can
also recognize when it is invalid—when correlations between genes are significant.

6.6
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Correlations between genes arise when the presence of one allele in one place in
the genome affects the probability of another allele appearing in another place in the
genome.One of the confusing points about the gene-centered theory is that there are
two stages in which correlations must be considered: selection and sexual reproduc-
tion (gene mixing). Correlations occur in selection when the probability of survival
favors certain combinations of alleles, rather than being determined by a product of
terms given by ea ch allele separately. Correlations occur in reproduction when par-
ents are more likely to mate ifthey have certain combinations of alleles. If correlations
only occur in selection and not in reproduction, the mean field approach continues
to be at least partially valid. However, if there are correlations in both selection and
sexual reproduction, then the mean field approach and the gene-centered view be-
comes completely invalid. It is sufficient for there to be very weak correlations in sex-
ual reproduction for the breakdown to occur. This turns out to be particularly rele-
vant to trait divergence of populations.

In order to understand the gene-centered view we will study a simple model of
the process of sexual reproduction that explicitly eliminates correlations in reproduc-
tion. Two specific examples will be worked out in some detail. Then we will discuss a
more complete theory showing that the simple theory is a mean field approach.Later
we will present reasons for the existence of sexual reproduction. It is helpful to recall
that during sexual reproduction an offspring obtains half of the chromosomes of nu-
clear DNA from each parent. The chromosomes are paired in function—homologous
pairs. Each homologue chromosome of the offspring is formed in a parent by a
process (crossover during meiosis) that combines segments of DNA from both of the
parents’ homologues.

A first model of sexual reproduction begins by assuming that recombination of
the genome components during sexual reproduction results in a complete mixing of
the possible alleles,not just in the organism itself but rather throughout the species—
the group of organisms that is mating and reproducing. Thus the offspring represent
all possible combinations of the genomes from reproducing organisms. From the
point of view of a particular allele at a particular gene, the complete mixing means
that at all other genes,alleles will be present in the same proportion that they appear
in the population—there are no allele correlations after reproduction.

In the simple model, selection operates on the entire genome of the organism.
Thus,after selection there may be correlations in the allele populations. It is assumed
that the reproducing organisms are the ones that have successfully survived the
process of selection. If we would further simplify this model by assuming that each
gene controls a particular phenomic trait for which selection occurs independent of
other genes, then each gene would evolve independently; a selected gene reproduces
itself and its presence within an organism is irrelevant. The existence of a gene as part
of an organism means,however, that selection occurs on the genome,not on individ-
ual genes,and allele correlations after selection will occur. This means that fitness de-
pends not on individual genes but rather on gene combinations. As the proportion of
one allele in the population changes due to evolution,the fitness of another allele at a
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different gene will be affected. However, due to the assumption of complete mixing in
sexual reproduction, only the average effect (mean field) of one gene on another is rel-
evant. We could consider the organism to be part of the changing environment in
which the gene evolves. The following two examples will help us examine this more
carefully.

The first example we discuss is the special case of interdependence of two homo-
logue genes. This is special because the same alleles are found in both genes. We allow
there to be only two different alleles . The evolutionary dynamics describes the pro-
portion of genes with each allele in the population. The proportion of the alleles is
given by P1(t) and P−1(t) = 1 − P1(t). An individual organism has two homologue
genes and may be either homozygous with both of the same kind or heterozygous
with one of each. Using our assumption of random mixing during reproduction, off-
spring represent the ensemble of possible combinations of the alleles; the specific
composition of the parent generation cannot matter to the composition of the off-
spring. Thus the offspring organisms are in proportions:

P1,1(t) = P1(t − 1)2

P1, −1(t) = 2P1(t − 1)(1 − P1(t − 1)) (6.6.1)

P−1, −1(t) = (1 − P1(t − 1))2

where Pi, j is the proportion of an organism with i and j alleles. If there is no selection
bias, these organisms will reproduce to form the subsequent generation. We confirm
that the proportion of alleles is unchanged from generation to generation (Hardy-
Weinberg theorem). The proportion of one allele is given by

(6.6.2)

where the prefactor of 1/2 comes from normalization of the probability because there
are two alleles per organism. From Eq. (6.6.1) this is:

(6.6.3)

To introduce selection we assume that it acts on the organisms,and assign a fit-
ness to each of the organisms, not each of the alleles. We use the simplest selection
model of Eq.(6.5.5) where number of offspring determines fitness. The parameters
are indexed by the two alleles 11, 1,−1, and −1,−1. We have a two-step dynamics con-
sisting of reproduction and selection. In generation t the population proportions af-
ter selection (indicated by primes) are:

(6.6.4)

    

′ P i ,j (t) = i,j

< >
Pi, j (t)

< (t) > = i ,j Pi ,j (t)
ij
∑ = 1,1P1(t)2 + 2 1,−1P1(t)(1− P1(t))+ −1,−1(1− P1(t))2

    

P1(t) =
1

2
2P1(t −1)2 + 2P1(t −1)(1− P1(t −1)) 

 
 
 

= P1(t − 1)

    
P1(t) =

1

2
2P1,1(t)+ P1,−1(t)( )
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The reproduction step that determines P1(t) is given by Eq. (6.6.2) with primed
probabilities:

(6.6.5)

We can find the steady state where P1(t) = P1(t − 1) = P1. Multiplying Eq. (6.6.5) by
< > gives the equation:

1, 1P1
3 + 2 1, −1P1

2(1 − P1) + −1, −1P1(1 − P1)2 = 1, 1P1
2 + 1, −1P1(1 − P1) (6.6.6)

We have two trivial solutions P1 = 0, 1. Dividing this equation by P1(1 − P1)—the eas-
iest way is to combine together the first term on both sides—enables us to obtain the
third root, which is given by:

2 1, −1P1 + −1, −1(1 − P1) = 1, 1P1 + 1, −1 (6.6.7)

or:

(6.6.8)

The two trivial solutions occur when either 1,1 or −1, −1 is the highest fitness. In this
case we can say that one of the alleles is more fit than the other. If 1, −1 is the highest
fitness,then the third solution that corresponds to a mixed population results. This is
the circumstance where an organism with one allele of one type and one allele of the
other type is most fit.A well-known example is the sickle-cell allele which,when com-
bined with a normal allele, has higher fitness in the presence of malaria. To see how
this mixed solution functions, we can assume that the fitness for homozygous organ-
isms is zero, so that none of them reproduce. Then we have 1, 1 = −1, −1 = 0. From
Eq. (6.6.8) P1 = 1/2. Even though the organisms that are homozygous do not repro-
duce,they still exist in every generation and comprise half of the population at birth.
Thus, selection in favor of heterozygotes creates a mixed population.

In a sen s e , this is a stra i gh tforw a rd example of the cre a ti on of correl a ti ons bet ween
a ll eles that might be ex pected to vi o l a te a mean field theory. Sel ecti on imposes a cor-
rel a ti on by requ i ring the ex i s ten ce of d i f ferent all eles at the two gen e s . However, i f we
on ly con s i der the com po s i ti on of of fs pri n g, t h en the all eles become uncorrel a ted du e
to sexual mixing. The depen den ce of one all ele on the other all ele for su rvival is ob-
s c u red by the avera ging due to reprodu ctive mixing. In Questi on 6.6.1 the rep l acem en t
of the fitness of an or ganism with an ef fective fitness of an all ele is discussed . No te also,
that the way the model is formu l a ted so that the pop u l a ti on is alw ays norm a l i zed , ob-
s c u res the need to overcome sel ecti on by having gre a ter nu m bers of of fs pri n g.

This example can be generalized. We could consider two genes with two alleles
each, where the only reproducing organism has a combination of all different alleles.
Each of the alleles on each gene would be present half of the time and the reproduc-
ing organism occurs only one-quarter of the time. Three-quarters of the organisms

    
P1 = 1,−1 − −1,−1

2 1,−1 − −1,−1 − 1,1

    

P1(t) = 1

2
2 ′ P 1,1(t − 1) + ′ P 1,−1(t − 1)( )

= 1

< (t − 1) > 1,1P1(t − 1)2 + 1,−1P1(t − 1)(1− P1(t − 1)) 
 

 
 
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do not reproduce. We can see that survival would become poor for organisms if there
is such severe selection for particular combinations of genes. Since there are estimated
to be of order 105 genes in mammals,this is an unlikely scenario. Specifically, if many
individual genes strongly affect selection,then the number of organisms surviving to
reproduce becomes very small. This problem will become more significant when we
consider correlations between nonhomologue genes.

As a second example, we consider a case of selection in favor of a particular com-
bination of alleles on nonhomologue genes.Specifically, when allele A1 appears in one
gene,allele B1 must appear on a second gene,and when allele A −1 appears on the first
gene, allele B−1 must appear on the second gene. We can write these high fitness or-
ganisms with the notation (1,1) and (−1,−1); the organisms with lower fitness (for
simplicity, = 0) are (1,−1) and (−1,1). It is clear that there are two stable states of the
population with (1, 1) or with (−1,−1). If we start with exactly 50% of each allele,then
there is an unstable steady state. In every generation,50% of the organisms reproduce
and 50% do not.Any small bias in the proportion of one or the other will cause there
to be more and more of one type over the other, and the population will eventually
have only one set of alleles.

We can solve the example directly. It simplifies matters to realize that the repro-
ducing parents must contain the same proportion of the correlated alleles (A1 and B1)
so that:

P1, 1(t) + P1, −1(t) = P1, 1(t) + P−1,1(t) = P1(t)

P−1,1(t) + P−1, −1(t) = P1, −1(t) + P−1, −1(t) = P−1(t) = (1 − P1(t))
(6.6.9)

The reproduction equations are:

P1, 1(t) = P1(t −1)2

P1, −1(t) = P−1,1(t) = P1(t − 1)(1 − P1(t − 1)) (6.6.10)

P−1, −1(t) = (1 − P1 (t − 1))2

The proportion of the alleles in the generation t is given by the selected organisms:

(6.6.11)

Since the less fit organisms (1,−1) and (−1, 1) do not reproduce this is described by:

(6.6.12)

This gives the update equation:

(6.6.13)

which has the behavior described above and shown in Fig. 6.6.1. This problem is rem-
iniscent of the ferromagnet at low temperature as studied in Section 1.6.Starting from
a nearly random state with a slight bias in the number of UP and DOWN spins, the
spins align, becoming either all UP or all DOWN.

    

P1(t) =
P1(t − 1)2

P1(t − 1)2 +(1 − P1(t − 1))2

    

P1(t) = ′ P 1,1(t) =
1

P1,1(t) + P−1,−1(t)
P1,1(t)

    
P1(t) = ′ P 1,1(t) + ′ P 1,−1(t)( )
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In order to relate the examples and assumptions we have used to a more general
formulation of sexual reproduction, we write a two-step general model for sexual re-
production:

{N(s ;t)} = R[{N ′(s; t − 1)}] (6.6.14)

{N ′(s; t)} = D[{N(s; t)}] (6.6.15)

The first equation describes reproduction. The number of offspring N(s; t) having a
particular genome s is written as a function of the reproducing organisms N ′(s;t − 1)
from the previous generation. The second equation describes selection. The repro-
ducing population is written as a function of the offspring. The brackets on the left
indicate that each of these equations represents a set of equations for each value of the
genome. The brackets within the functions indicate, for example,that each of the off-
spring populations depends on the entire set of parent populations.
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Figure 6.6.1 Time evolution of the allele population in sexual reproduction when selection
enforces a correlation between alleles on two genes, Eq. (6.6.13). The proportion of the first
coupled pair of alleles P1(t) in successive generations is shown by the dots, and connecting
lines are included for clarity. The starting proportions P1(0) are indicated by the labels. The
figure shows that the pair of alleles which starts with a larger proportion eventually domi-
nates. For P1(t) = 0.5 there is an unstable equilibrium. The text discusses a species that has
nonuniform composition in physical space. In one area one allele pair dominates and in an-
other area the second allele pair dominates. Under the influence of correlated selection linked
to correlated reproduction, two distinct populations arise. ❚
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A mean field approximation is performed by assuming that the reproduction
step depends only on the proportion of alleles and not on their specific combinations
in the reproducing population. This proportion can be written as:

(6.6.16)

where we use s = (s1, ..., sN) to represent the genome in terms of alleles,and the sum is
over all gene alleles keeping si fixed. N ′0(t) is the total reproducing population at time
t . According to our assumption about reproduction, the same offspring would be
achieved by a population with a number of reproducing organisms given by

(6.6.17)

since this has the same proportions as Eq. (6.6.16). The form of this equation indi-
cates that the probability of a particular genome is a product of the probabilities of
the individual genes—they are independent. Thus complete reproductive mixing as-
sumes that:

(6.6.18)

Once this is assumed,then a complete step including both reproduction and selection
can also be written in terms of the allele probabilities in the whole population. The
update of an allele probability is:

(6.6.19)

Given the form of Eq. (6.6.17) we could write this as an effective one-step update

(6.6.20)

which describes the allele population change. Thus the assumption of complete mix-
ing allows us to write the evolution of a single allele in this way. However, because
Eq.(6.6.20) is a function of all the allele populations,the fitness of an allele is coupled
to the evolution of other alleles.

Eq.(6.6.17) describes the neglect of allele correlations in reproduction consistent
with a mean field approximation. It should be apparent that this is only a rough first
approximation. It is valid only when the gene appears with sufficiently many differ-
ent combinations of other genes so that correlations are unimportant. In more real-
istic models, correlations between genes affect both reproduction and selection.

We can provide a specific example of breakdown of the mean field approxima-
tion using the previous example of selection of gene combinations leading to
Eq.(6.6.13). In this example,if there is a spatial variation in the organism population
that results in a starting population that has more of the alleles represented by 1 in one
region and more of the alleles represented by −1 in another region,and reproduction

    ′ P (s i ;t) = ˜ D [{ ′ P (si ;t −1)}]

    

′ P (s i ;t) ≈
1

′ N 0(t)
D R[{ ′ ˜ N (s ;t −1)}][ ]

{s j }j≠ i

∑

    R[{ ′ ˜ N (s ;t)}]≈ R[{ ′ N (s;t )}]

    

˜ ′ N (s ,t) = ′ N 0(t) ′ P (s i ;t)
i

∏

    

′ P (s i ;t) =
1

′ N 0(t)
′ N (s;t)

{s j }j ≠i

∑
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is correlated by region, then we will form patches of organisms that have (1,1) and 
(−1,−1) after several generations. This symmetry breaking, like in the ferromagnet,is
the usual breakdown of the mean field approximation. Here, we see that it creates cor-
relations in the genetic makeup of the population. When the correlations become sig-
nificant,then the species has a number of types. The formation of organism types de-
pends on the existence of correlations in reproduction that are,in effect,a partial form
of speciation—what is important is whether interbreeding occurs, not whether it is
possible.

Thus we see that the most dramatic breakdown of the mean field approximation
occurs when multiple organism t ypes form. This is consistent with our understand-
ing of ergodicity breaking, phase transitions and the mean field approximation from
Section 1.6. Interdependence at the genetic level is echoed in the population through
the development of subpopulations. We should emphasize,that this symmetry break-
ing required both selection and reproduction to be coupled to gene correlations.
Moreover, if there is a small bias in the fitness of (1,1) over (−1,−1) then the forma-
tion of the two varieties will not persist due to competition between them over many
generations. Thus we still need the existence of multiple resources,as discussed in the
previous section, to enable the distinct types to persist.

Even if we assume that there exist multiple resources,interbreeding of organisms
may continue to mix and force them to remain a single type with diverse individuals.
However, the more correlations are important during selection, the more ineffective
this becomes. When viable organisms are a small subset of the organisms formed by
reproduction,a large number of offspring are required in order to maintain the pop-
ulation.Specifically, the number of offspring grows exponentially with the number of
genes whose alleles are coupled to each other in selection. Strong genomic correla-
tions in selection eventually make reproductive mixing impossible. The actual situa-
tion is not quite so extreme, because meiosis does not result in complete mixing of
parent DNA.Only limited crossover occurs,so that chromosomes do not loose much
of the preexisting allele correlations.

The existence of sexual reproduction implies that from a fitness perspective it is
beneficial. Our next objective is to understand how it might be beneficial and what
this says about fitness. In sexual reproduction, organisms are paired and their off-
spring are not copies of the original organisms but rather composites of them. We use
the term “composites” in the same sense as used in Chapter 2, and its significance
there is related to its significance in the present context. The implication is that or-
ganisms are composites of partially independent components, designed to corre-
spond to partially independent aspects of the fitness. Specifically, distinct physiolog-
ical or behavioral attributes have varying degrees of interdependence in selection. The
approach of trying composite states of previously successful combinations applies in
this case,as it did in the learning of patterns in neural networks. This, however, does
not entirely explain the existence of sexual reproduction.

We have discussed various aspects of the problem of sexual reproduction how-
ever, these have not indicated why sexual reproduction itself improves organism fit-
ness. By conventional argument, sexual reproduction should be a physiological or
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behavioral attribute that increases the ability of an organism to produce surviving off-
spring. On the face of it this seems ludicrous. Asexual reproduction does not depend
on the existence of a mate,and therefore an organism that can reproduce asexually is
more likely to reproduce. Moreover, asexual reproduction seems to require a much
smaller overhead in terms of physiological machinery. This physiological machinery
uses resources that could be utilized for other purposes. In other words,an organism
that had all of the physiological traits of a sexually reproducing organism but could
reproduce itself asexually (e.g., by cloning) would seem to have a fitness advantage.

There are difficulties with this picture that illustrate problems with simple for-
mulations of the theory of evolution. The first is that the ability to produce surviving
offspring depends on a time-varying fitness landscape rather than a static one. Of
particular significance in this variability is the evolution of competing organisms. An
organism that evolves more slowly has a lower probability of producing surviving off-
spring than an organism that evolves more rapidly. This sentence,however, does not
make sense, since an organism does not evolve, only a population of organisms
evolve. In order to understand this we must improve the language that we use to de-
scribe evolution.

We often say that fitness-based selection implies that an organism exists because
of its ability to survive and have offspring. The problem with this statement is that an
organism does not exist because of what happens in the future but rather what hap-
pened in the past.The two are only the same when every generation is the same.Thus
the organisms that exist at any one time are offspring from organisms that survived,
who in turn were offspring of a set of organisms that survived. Thus we must write an
iterative equation of the form

N(s, t) = R[D[R[D[R[D[R[D[.. .{N(s;0)}. ..] (6.6.21)

representing the selection of organisms at every generation. Because selection applies
not to a particular organism but to a chain of ancestors, the rate of fitness improve-
ment is essential to the selection. We see that this causes conceptual problems, because
selection is no longer based only upon the fitness of an organism but rather on the
rate of fitness change, which is a property of generations of organisms.

The process of sexual reproduction accelerates evolution because of the same rea-
son that composite states are useful in pattern recognition. As long as the genes on an
organism cause partially independent effects, it is advantageous to attempt possible
composites and establish more definite relationships only as the correlations are es-
tablished by selection. This process, however, describes not selection of an organism
but selection of the collectively evolving species. Thus we return to the discussion at
the end of the last section, where selection acts not upon an organism but upon
species that evolve in parallel and compete for resources. This should not be overly
troubling because,after all,sexual reproduction does inherently involve the coupling
of past and future generations of any organism with the other organisms that are re-
productively coupled. We will return to this issue in the next section.

Our remarks about the relevance of sexual reproduction to fitness suggest that
evolution is a process that is far from equilibrium, which is quite reasonable. In such
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a far-from-equilibrium process, we are not only selecting for the static properties but
also for the dynamic properties.Earlier our treatments assumed that selection applied
to a persistent property rather than a dynamical property. Thus, to include the dy-
namic property in Section 6.4 we would assume that different parts of the landscape
have walkers that take steps at different rates. In section 6.5.3 we would assume that
organisms have higher or lower rates of mutation as determined by part of the genome
itself. An analogy to a car race may be helpful.Our previous discussion assumed that
the race is won by the car that is farther along on the road,as opposed to the car that
is faster. Of course it makes sense that the faster car is farther along the road,since we
assumed in evolution,like in a usual car race,that all started from the same place. The
point is that the nature of selection causes the properties of the organism not only di-
rectly through fitness but also self-consistently through the process of selection itself.

Question 6.6.1 Criticize the following statement: Since we can define
the proportion of a gene in generation t and in generation t + 1, we can

always write an expression for the allele evolution in the form:

(6.6.22)

so that we always have evolution that can be described in terms of genes.
Does it matter if Eq. (6.6.17) applies?

Solution 6.6.1 The difficulty lies in the dependence of the coefficients on
time t through its dependence on the changing population. In steady state,
values would not change. Of course, in steady state there is no need to de-
scribe the dynamics. The equation is only useful as a description of the dy-
namics if the values of are slowly varying in time compared to the changes
in P. When Eq. (6.6.17) is not valid, neglecting the subpopulation correla-
tions is formally equivalent to considering the average gene dynamics over
all of the organisms on earth despite their differences and the lack of mixing
of species. This is the ultimate form of the gene-centered view of evolution.
Eq.(6.6.17) applies to the two examples given in the text. The coefficients 
can be written explicitly. They can be seen to vary significantly when the gene
population is changing. For the first example we obtain the value 1(t)
= 1,1P1(t) + 1, −1(1 − P1(t)) from Eq. (6.6.5). For the second example we
read the value 1(t) = P1(t) from Eq. (6.6.13). ❚

Question 6.6.2 Discuss the existence of nonreproducing organisms such
as mules in light of Eq. (6.6.21).

Solution 6.6.2 The problem with nonreproducing organisms is under-
standing why they should exist,since they do not have offspring and there-
fore by usual concepts are completely unfit—nonviable. Eq. (6.6.21) solves
the formal problem of their existence by indicating logically that the exis-

    

P(s i ;t) = s i
P(si ;t −1)

si

s i

∑ = 1
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tence of a mule depends only on the existence of its parents. However, it does
not explain why evolutionary changes have not caused horses and donkeys
to avoid coupling. By coupling, their ability to produce reproducing off-
spring and therefore their fitness would seem to decrease. In this light we can
only remark that the existence of mules suggests the importance of the dy-
namics of the evolutionary process over the equilibrium view. ❚

There are several concepts that relate to sexual reproduction that we briefly men-
tion here. An implicit issue in sexual reproduction is identifying the region of genome
or phenome space that can interbreed, which defines the boundaries of possible
spread of a single species. We generally assume that for each species this is a well-
defined domain separate from other species. In principle, the domains might inter-
leave; however, the large size of phase space suggests otherwise.

A related issue is the relevance of sexual reproduction to our earlier discussion of
interactions between organisms in the space. We first recognize that sexual reproduc-
tion represented in terms of walkers in the genome space on a fitness landscape cor-
responds to a step that starts by selecting two walkers at different locations and cre-
ates new walkers that are related to the original walkers in that some coordinates are
from one and some from the other. The notion of composite states suggests that the
landscape is quite rough; however, the selection of composites tends to place organ-
isms into valleys that may be separated from each other by high ridges.Such steps are
efficient nonlocal Monte Carlo moves. In effect these steps enable the population to
move and spread in what is likely to be a fragmented space. Indeed,if the space were
smooth the formation of composites would not be an improvement over standard
Monte Carlo steps.

We can think about the impact of sexual reproduction on the effective interac-
tions such as attraction and repulsion. Because of the boundaries of the domain of
sexual reproduction, the species inherently evolves together. This corresponds to an
attractive interaction within this domain and a repulsive interaction outside of it.
Organisms that are similar but located outside the domain of reproduction would be
impeded from reproducing if they are present in small numbers because of the preva-
lence of organisms with which they cannot reproduce. The need to identify organisms
with which one can reproduce may be a motivation for the creation of patterns on an-
imal skins discussed in Chapter 7, as well as bird calls and mating behavior.

6.6.2 Genes, organisms and groups—
the evolution of interdependence

The partial independence of genic evolution in the evolution of sexually reproducing
species has led to a gene centered view of evolution where the gene, rather than the
organism of which it is a part, is the “entity of interest.” One way to react to this is to
consider this approach as the result of a too seriously taken mean field approxima-
tion. However, there are important philosophical issues that are raised in discussions
of this point that have direct relevance to our understanding of complex systems,so
we will spend some time discussing them.
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The fundamental philosophical difficulty that appears to give impetus to the fo-
cus on gene evolution is the concept of interdependence. Ironically, interdependence
that is so essential to the concept of a complex system appears to be at odds with the
evolutionary concepts of competition and selection that are supposed to create them.
If we consider phenomenologically the evolution of molecular fragments (e.g.,
genes), or molecules,or cells, or organisms,we find the formation of collections of in-
terdependent individuals. The real problem is understanding the reason for the emer-
gence of interdependence in the context of evolution. Why, after all, would the selec-
tion of fit individuals give rise to the appearance of a collective interdependence? We
see this problem in discussions of altruism and selfish or even aggressive social be-
havior. Why would organisms develop altruistic behaviors in a competition for sur-
vival? It appears straightforward to assume that selfish or aggressive social behavior
provides selective advantage and altruism selective disadvantage when competition
for a resource determines survival. The same problem arises at the molecular frag-
ment level when we consider why genes should assemble into interdependent chro-
mosomes. We might easily imagine that the gene that is responsible for coding a repli-
case could replicate itself many more times with the available resources without the
other genes of a complex organism. Until this point we have been concerned with the
processes of incremental modification of organisms and speciation. In order to de-
velop an understanding of evolution, we must also understand the formation of in-
terdependent communities of organisms.

In order to make progress, we use the language of organisms evolving on a fitness
landscape and the interactions between them as discussed in Section 6.4.5. We con-
sidered interactions between organisms that caused either a mutual lowering or a mu-
tual raising of fitness. We argued that organisms would aggregate in regions of space
where there was a mutual raising of fitness. We can understand this simply in the con-
text of genic interactions or human social interactions: when there are similar organ-
isms,that help each other, this mutual assistance increases their fitness or success. This
model of a mutually supportive community of organisms is not, however, complete,
as we now discuss.

Let us imagine introducing into this community a single selfish or aggressive in-
dividual (gene, cell, organism or human). The selfish individual benefits from the help
that others give, while not providing help to them. Instead it utilizes the additional ef-
fort for self-benefit. It is important to recognize that in the language of interactions
this is an asymmetric interaction. The existence of the selfish individual does not im-
prove the success of the other individuals, while their existence improves the success
of the selfish individual. Similarly, an aggressive biological organism is assumed to de-
crease the fitness of the other organisms, while they do not decrease its fitness. We
might also add that an altruistic individual is assumed to increase the fitness of other
organisms while decreasing its own.

This interaction asymmetry means that analysis of this problem does not fit
within the framework of energies and equilibria. Instead it must be analyzed as a dy-
namical system such as a predator-prey problem. This conclusion has important con-
sequences for the idea that selfish or aggressive behavior cause benefits for the
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individual. It is not generally reasonable to analyze a dynamical system with the con-
cepts of a model of energies and equilibrium. In the latter we assign definite steady
state properties to the entities involved. In the former this is not generally possible.
For example, in what way can we compare the fitness of a predator and its prey?
However, just because we cannot analyze the model in the same way does not mean
that we can avoid dealing with this problem.

With this in mind, let us continue our introduction of selfish individuals.
Assuming there is benefit to the individual in being selfish,then such individuals will
proliferate. The fitness and success of mutually supportive individuals will decrease.
Moreover, as the proportion of the selfish individuals in the population increases they
encounter each other, and their fitness and success will also decrease even as their ad-
vantage over the mutually supportive individuals continues to exist. We should not
analyze this as a static situation but rather introduce a dynamic model that describes
possible fluctuations in the numbers of the different types of individuals. However,
we can take a step further without considering the dynamic aspect of the model.

We know from direct consideration of the interactions that a completely mutu-
ally-supportive collection of individuals consists of individuals that are more fit than
the mixed community that has been created by introduction of selfish individuals.
Nevertheless, we also know that the former is unstable to the introduction of such
selfish individuals. Thus,if we can modify the community of mutually supportive in-
dividuals in such a way that can stabilize it to the introduction of selfish individuals,
then the mutually supportive group will be more successful win—in a competition
with the mixed group.

What is completely essential to realize in this discussion is that we have made the
step to the competition between communities of organisms rather than competition
between individuals. It is only at the level of community competition that the success
of mutual support is sufficient to eliminate the selfish individuals. Thus, it is only
when we have several communities of organisms,some of which have selfish individ-
uals in them and some of which do not, that we will have selection in favor of the
community of mutually-supportive individuals over the communities with selfish
individuals.

How can we stabilize the community of mutually supportive individuals to the
introduction of selfish or aggressive individuals? Social behaviors that prevent the in-
troduction of selfish individuals are not necessarily individually based, because they
only arise in the context of the selection of collections of individuals. However, they
may be individually-based behaviors such as recognition and rejection (ostracism) of
selfish individuals. As has often been noted, this rejection causes extrinsic conse-
quences to the selfish behavior. Rejection is not inherent in the selfish behavior. Its
presence results from feedback through the process of community selection that pro-
motes such extrinsic consequences. In the context of the individual, these conse-
quences may not appear causally related to the behavior itself but are manifest as in-
direct social consequences.One way to think about this is that the action of selection
at the higher level of organization modifies the influence of selection at the lower level
of organization. This is because inherently the environment of the individual includes
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the social environment,and selection cannot be considered independently of this so-
cial environment.

We can see such social mechanisms at all levels of collective organization.Cellular
systems provide for regulation of gene expression or replication. Physiological sys-
tems provide for prevention of cancerous growths. More generally we can consider
the immune system as combating selfish or aggressive individual cells that appear as
infections. Social systems ranging from spousal selection in sexual reproduction to
ostracism to human legal systems provide for regulation or reward of individual
behaviors.

Once a collective community identity is formed and it is competing for resources
and survival at the next level of organization,then various other properties of the col-
lective entity may be introduced through incremental evolutionary change. These in-
clude specialization and more elaborate forms of interdependence that are found in
complex systems. These arise as improvements in the capabilities of the community.

In this discussion we have given support to the emergence of mutually supportive
behaviors and the elimination of selfish or aggressive behaviors. However, we must
emphasize that in our argument these behaviors arise only when there is competition
and selection at the higher level of organization.Specifically, only when there is com-
petition between communities of organisms. There is no direct mechanism to sup-
press selfish or aggressive behaviors at the highest level of organization present at a
particular time. Ultimately, this is also tied to the statement that evolution applies to
members of a population—a single organism cannot evolve by itself.

Questions 6.6.4 and 6.6.5 focus on these concepts in the context of human soci-
eties. This follows from the recognition that social evolution has similar properties to
biological evolution through the existence of heritable behavioral traits that are trans-
mitted by education. This should not be too much of a surprise, since biological se-
lection is also based on information. It is not the atoms that are selected, but rather
the sequence of base pairs—information—that is selected.

Question 6.6.3 What is wrong with this seemingly logical statement:
“Survival of the fittest is based upon a competition for survival.

Therefore an organism that competes by eliminating its competitors is more
likely to survive”?

Solution 6.6.3 The solution was articulated in this section as a difficulty
with analyzing a dynamical system with equilibrium concepts. The analysis
shows that a system of mutual support is unstable to the introduction of an
organism or individual that acts aggressively. The problem is that this situa-
tion is not stable either. From an equilibrium model we can only say that mu-
tually supporting individuals are better off than mutually destructive indi-
viduals. Once there are asymmetric relationships,the system has a dynamic
population that may, for example, display population fluctuations like the
predator-prey mo del unless the system is stabilized by additional interac-
tions that create social consequences for the behavior of “eliminating its
competitors.” ❚
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Question 6.6.4 Consider bravery and altruism in the context of human
societies. Discuss these behaviors in the context of the discussion of the

appearance of collective social behaviors. How do they persist from genera-
tion to generation? For simplicity, define “altruism” as a behavior that in-
creases the reproductive success of others at the expense of reproductive suc-
cess of the altruistic individual.

Solution 6.6.4 Bravery is actually an example of altruistic behavior, since it
implies facing danger to oneself for a cause that is generally of collective ben-
efit. The soldier facing danger in war is a prime example. Such behavior
causes a lower probability of individual survival. It should thus be selected
against and disappear from civilization. As discussed in Chapter 3, human
behavior has both a genetic and a learned component. In order to promote
the existence of bravery, there appear to be social behaviors that promote its
presence. If we assume a persistence of bravery, the social behaviors that pro-
mote bravery must be sufficiently strong to compensate for both the genetic
losses (death before reproduction) and the loss due to experience (cessation
of bravery due to learning). In general, spousal selection may promote al-
truistic behaviors by increasing the probability of reproduction or average
number of offspring of subgroups that are less likely to survive. Socialization
in pedagogy may serve to compensate for the effects of experience, and so-
cial rewards for altruistic behavior may mitigate their effects. As discussed
previously, these must manifest their benefit in the action o f competition
and selection of groups. ❚

Question 6.6.5 Consider war in the context of human societies. Is war
necessary for the creation of altruistic behavior?

Solution 6.6.5 It is not clear that competition between groups requires
war. However, war is a mechanism of group competition that, by the argu-
ments presented here, should promote interdependence within societies.
Thus it can also promote altruistic behavior. Some other mechanisms such
as mass starvations due to competition for resources are not more appeal-
ing. Our arguments suggest that whatever the mechanism, the emergence of
complex social behaviors must arise as a result of competition of popula-
tions that can only be manifest in the (selective) demolishing of whole pop-
ulations. In this regard we note that wars are manifest in ants, which have
complex social structures, sometimes called superorganisms. When social
behaviors are learned rather than genetically based, then other possibilities
for competition arise. This is because one form of reproduction is the trans-
fer of learned social behaviors. Defeat in economic competition can cause
one group to adopt social behaviors of a second group, which is equivalent
to its reproduction. ❚

Question 6.6.6 Evolution is often separated into two parts; the forma-
tion of self-reproducing organisms from molecules and the evolution of
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these organisms into their present form. Argue that a distinction is not nec-
essary. Why would it seem a natural distinction if it is not really one?

Solution 6.6.6 Under certain environments, molecules can also be self-
reproducing organisms. However, these conditions are much more limited
than the conditions under which individual cells can self-reproduce. This is
because the cell membrane creates a distinction between inside and outside
environments that allows an artificial environment for reproduction of mol-
ecules to exist. If the internal environment of the cell was typical of the fluid
in which the cells were found,then the cell membrane would not be neces-
sary. We can imagine that at some time and place there was such an envi-
ronment that was conducive to molecular reproduction. Molecules evolved
within this environment, forming various molecular types. At some point
the molecules formed collective entities that were able to move out of this
limited environment in the same way that organisms left the ocean for the
land. Several stages of such processes gave rise to cells. The formation of cells
expanded greatly the possible environments/resources that could be con-
sumed by self-reproducing organisms. ❚

We have focused on the formation of collectives in order to describe interdepen-
dence. In a sense,the interdependence was already explained previously in this chap-
ter in two steps. First we noted the necessity of increasing complexity through in-
creasing the genomic space. This provided a selective advantage for long genomes but
did not explain the existence of subcomponents. The second step was arguing that
there are partially independent traits of organisms and therefore that a composite
genome would be effective in accelerating evolution. This completes our argument,
because we now have both an argument for the creation of collective communities
and an argument for the retention of substructure.

The development of higher levels of organization might be thought to create ad-
ditional problems for our discussion of the global evolutionary process in the context
of a single fitness parameter. Do we need to introduce a separate parameter to con-
sider the fitness of the collective? Actually this is not the case. Any parameter that de-
scribes replicative proliferation of a collective organism which has a well-defined
number of components is the same parameter as that of any one of its components.
In a sense this manifests exactly what we mean by a complex system that is collectively
and individually interdependent.

Conclusions

Our primary effort in this chapter has been to develop an understanding of the con-
text in which incremental evolutionary processes relate to global phenomena of evo-
lution.A problem we encountered is that it is hard if not impossible to define fitness
so that it can compare E. coli and human beings. We began with a model of Monte
Carlo walkers on a fitness landscape. While there were problems with this model, we
were able to discuss incremental changes including trait divergence and augment the
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model to include population interactions. Difficulties with global phenomena were
compounded, however, when we introduced models of reproduction and selection
through competition. Specifically, we were left with the problem of understanding
trait divergence when competition would eliminate distinct organisms. We came to
the conclusion that in order to think about fitness we must limit the scope of selec-
tion by considering multiple resources. When selection occurs with multiple re-
sources, it acts more broadly than in the Monte Carlo model and in a more limited
fashion than in a single-resource model. The introduction of multiple resources sug-
gests that in order to understand global evolution we must have a clear understand-
ing of the properties of resources as well as organisms,and a consideration of the lat-
ter separately is not adequate. At every stage of our discussion we found that
interactions between organisms were an essential part of understanding evolution.
Mean field approaches that may be used in incremental evolutionary theory break
down and are deceptive if we want to understand global evolution. In particular, in
the context of discussing sexual reproduction and collective behavior we developed
an understanding of the creation of various levels of structure and interdependence
in organisms.

How can we develop a better understanding of the processes associated with the
evolution, and thus creation, of complex systems? In recent years several additional
examples of evolution have been studied. In our immune system, an evolutionary
process enhances the recognition and removal of antigens—foreign and/or harmful
cellular or molecular entities. The immune system creates molecular receptors and
antibodies that bind antigens and enable them to be eliminated. To achieve this, re-
ceptors undergo reproduction and selection for high-affinity binding. This process
includes rapid genetic mutation of immune cell DNA that codes for the receptors.
Our understanding of this process and the development of mechanisms for rapid
replication of DNA in a test tube have led to recent implementation of artificial mol-
ecular evolution. In this process DNA or RNA is itself used as a reacting molecule or
enzyme. The desired molecular action is obtained by repeated test tube selection and
replication. There is hope that molecular evolution will enable the formation of tar-
geted medical drugs. Finally, there are increasing efforts to implement evolutionary
processes for the creation of software algorithms. This requires representation of al-
gorithms in a manner that allows them to undergo mutation and selection. The im-
mune system maturation, test tube molecular evolution and software evolution all
provide opportunities for further study and for application of knowledge gained
about evolution.
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